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Yiiksek Lisans Tezi

OZET

PV PANELLER ICIN BULANIK MANTIK TABANLI MAKSIMUM GUC
NOKTASI iZLEYICiSi TASARIMI VE OPTIMIZE EDILMESI

Adem KOCABAS

Karadeniz Teknik Universitesi
Fen Bilimleri Enstitiisii
Elektrik-Elektronik Miihendisligi Anabilim Dali
Danisman: Dog. Dr. Halil Ibrahim OKUMUS
2017, 92 Sayfa

Gilinlimiizde fosil yakit kaynaklarinin siirli miktarda olmasi, kiiresel 1sinma ve yiiksek ham
petrol fiyatlarindan dolay: aragtirmalar ve yatirimlar yenilenebilir enerji iiretim sistemleri tizerinde
yogunlagsmistir. Giinesten gelen enerji sonsuzdur ve bir bedeli yoktur. Bu nedenle tiim yenilenebilir
enerji liretimi yOntemleri arasinda arastirmacilar tarafindan en cok ilgiyi gilines enerjisi iiretimi
cekmistir. Giines enerjisi iiretiminde verimlilik en 6nemli temel 6gelerden biri oldugundan dolay1
maksimum gii¢ noktasi izleyicileri giines enerjisi iiretiminde kullanilan gilines enerjisi yonetim
sistemleri agisindan onemli bir géreve sahiplerdir. Bu calisma en iyi performansi elde etmek i¢in
bulanik mantik tabanli maksimum gii¢ noktasi izleyicisinin tasarimi, gelistirilmesi ve metodolojisi
hakkinda bilgiler icermektedir. Maksimum gii¢ noktas1 izleyicisi DA-DA doniistiiriiciilerin
empedans doniistirme yetenegi ile bulanik mantik teorisinin birlikte kullanilmasi ile
degerlendirilmistir. Bulanik mantik sonug ¢ikarma sisteminin parametreleri en hizli ve tutarl sistem
tepkilerini elde edebilmek i¢in optimize edilmistir. Cesitli izleme algoritmalari tanitilmistir. Bulanik
mantik sonug ¢ikarma sisteminde kullanilan asimetrik ve simetrik iiyelik fonksiyonlarinin etkileri
incelenmis ve birbirleriyle karsilastirilmistir. Onerilen bulanik mantik tabanl maksimum gii¢ noktasi
izleyicisinin degisik c¢alisma kosullarindaki performansi karsilagtirilmis ve bu performansin
iyilestirilmesine ¢alistimistir. Onerilen maksimum gii¢ noktasi izleyicisi sisteminin sebekeden
bagimsiz ve sebekeye bagl uygulamalarda gegerliligi kanitlanmistir. Bulanik mantikla maksimum
giic noktasi izleme islevi artan-azaltan doniistiirictisii ile gergeklestirilmistir. Benzetim galigmalari
tatbik edilmis ve de benzetim sonuglari sunulmustur Benzetim calismalar1 Matlab Simulink

ortaminda gergeklestirilmistir.

Anahtar Kelimeler: Maksimum gii¢ noktas1 izleme, Bulanik mantik kontrol, Giines enerjisinden
elektrik tiretimi.
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Master Thesis
SUMMARY

DESIGN AND OPTIMIZATION OF A FUZZY LOGIC BASED MAXIMUM
POWER POINT TRACKER FOR PV PANEL

Adem KOCABAS

Karadeniz Technical University
The Graduate School of Natural and Applied Sciences
Electrical-Electronics Engineering Graduate Program
Supervisor: Assoc. Prof. Dr. Halil ibrahim OKUMUS
2017, 92 Pages

Today, because of the limits of fossil fuel resources, global warming and high crude
oil prices researches and investments are focused on renewable energy generation systems.
Energy from the sun is almost endless and free. So that, among all renewable energy
generation methods, solar power generation has attracted the most attention by the
researchers. As the issue of efficiency is one of the most important fundamental of solar
power generation, maximum power point tracking systems have an important duty in solar
power management systems in solar power generation. This study includes study of the
design and improvement of fuzzy logic based solar power maximum power point tracker,
and the methodology to achieve the best system performance. Maximum power point tracker
system was evaluated at the DC-DC power converters’ ability of impedance conversion
point of view and cooperation of fuzzy logic theory. The parameters of fuzzy inference
system were optimized to obtain the fastest and accurate system responses. Various tracking
algorithms were introduced. Affects of symmetrical and asymmetrical membership
functions used in fuzzy inference system were examined and compared with each other. The
performance of the proposed fuzzy logic based maximum power point tracker under various
operating conditions were compared and improvement of this performance is dealt with.
Validity of the proposed maximum power point tracking system in standalone and grid
connected applications was proved. The fuzzy logic maximum power point tracking function
was realized by using a buck-boost power converter. Computer simulations were practiced
and simulation results were also represented. Computer simulations were carried out in the

Matlab Simulink environment.

Key Words: Maximum power point tracking, Fuzzy logic control, Solar power generation.
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1. GENERAL INFORMATION

1.1. Introduction

Among all supplies of power on the earth the most harmless and cleanest, plentiful one
is the energy that comes from the sun. As the solar power is almost unfailing, it is going to
take place as our fundamental energy supply [1,2]. It has a wide range of application area in
our daily life. There are some factors that affect the performance of solar energy harvesting.
These are the conditions like insolation, sunlight tilt, load variations, airmass and cell
temperature. Power converter units should be associated with the PV cells in order to
regulate transfer of power from cells. Maximum power point tracking systems are used to
maximize power output, by the ability of continually arranging the conduction period of the
switching device in the power converter unit. Algorithms that are used in MPPT systems
maximize the power extractions of PV cells by controlling the conduction period of the
power converter with the changing PV cell output variable combinations like changes in
power versus changes in voltage etc. MPPT algorithms such as perturb and observe,
incremental conductance have been evaluated until now. [3]. Unchanging units of the control
signal are used in these methods. Too small steps sizes cause slow tracking process and too
large step sizes cause oscillations when the highest power extraction level is reached.

Fuzzy logic tracking methods are developed to perform self adjusting step units [4-8].
Specification of fuzzy logic controllers is made according to their skill of simulating human
thinking. Different than conventional controllers, fuzzy controllers have the ability to use
experimental methods and their results to design variable step sizes of control signals without
the need of understanding the system’s mathematical model [9].

Effectiveness of the MPPT algorithm is directly related with the variables that are
chosen as inputs and outputs. In general for outputs, power switch’s duty ratio is selected.
As input variables; various combinations of power (P) versus voltage (V)/ current (1) slope

and its error, sum of conductance and increment of conductance would be selected [8].



1.2. Literature Review

In this study MPPT system is considered by the ability of adjusting the operating point
of PV cell by using its voltage and current parameters; a physical tracking method not
mentioned. There have been several MPPT techniques developed so far. These techniques
can be listed as Incremental Conductance, Perturb and Observe, Artificial Neural Network,
Fuzzy Logic Control, Particle Swarm Optimization, Genetic Algorithms. There are some
advantages and drawbacks of these techniques. A review of these techniques is made below
paragraphs.

Incremental conductance method basically aims to obtain PV system to work at MPP
by using adaptive voltage step size changes based on PV characteristics. MPP is tracked by
examining the highest point of P-V curve. This technique uses I/V and dl/dV parameters in
calculations of input values. Liu et al. [48] proposed a variable step size INC method in their
study. This method had an improved ability of accurate and fast responses to the changes in
irradiation level. And also oscillations are eliminated when MPP reached. But in terms of
the cost this method is expensive due to the need of complex sampling and speed control
mechanisms. Adly et al. [49] proposed a MPPT system by combining INC method and DC-
DC power converters and tested the system performance in rapid changing environmental
conditions. Nearly 15% more power extraction obtained in this method. Wolfs and Li [50]
proposed a MPPT method using INC. In this study they have used power converters and this
topology doesn’t need current sensors.

Perturb and observe method has a simple working principle. In this method PV
cell/array is perturbed in the direction of irradiation change. If the power extraction increased
the operating point approaches the MPP and so the voltage perturbation is continued at the
same direction. If the power extraction decreased the operating point moves away from the
MPP and so the direction of voltage perturbation is needed to be changed. This method’s
main drawback is the oscillations at the steady state. Liu et al. [51] in their study have tried
the solve oscillation problem. In this method change in output power is calculated. If it is
positive the operating voltage would be increased, if it is negative the operating voltage
would be decreased. Al-Amoudi and Zhang [52] have proposed a method that uses variable
step sizes. But this method has drawbacks because step sizes are defined previously by the

operator and system can not work at desired performance due to changing operating



conditions. Suganya and Carolin Mabel [53] have improved a perturb and observation
method that operates at desired performance at unchanging irradiation conditions.

Artificial neural network based techniques has better performance at changing
environmental conditions and steady state. Ciabattoni et al. [54] have proposed a home
energy management system using neural network. The system monitors the loads, estimates
the PV energy production and home energy consumption. Sheraz and Abido [55] have
achieved to overcome the rapidly changing irradiation and temperature conditions by using
differential evolution and artificial neural network. Elobaid et al. [56] have studied on two
stage artificial network based MPPT that has the ability to estimate the operating conditions
from the current and voltage signals in order to find the MPP. This method works at desired
performance at changing operating conditions and steady state. Chiu et al. [57] have studied
on piecewise line segments using artificial neural network technique. This method has high
response speed and low complexity. The system reacts well to the suddenly changing
working conditions. Anitha and Prabha [58] tried to eliminate slow and incorrect tracking,
oscillations. They have used boost converters for tracking. Back propagation feed forward
trained neural networks introduced in this study.

Fuzzy logic based techniques implements fuzzy logic theory on MPPT system.
Sreekumar and Benny [59] proposed a MPPT technique that uses fuzzy logic theory and
boost converters. This method has a high speed of tracking but tracking can not be practiced
at all ranges of P-V curve of PV cell/array. Hossain et al. [60] have studied on a method that
uses fuzzy logic theory to adjust power converter’s duty ratio to overcome the non-linearity
characteristics of PV cell. Adly et al. [49] have compared fuzzy logic based MPPT and
incremental conductance method in their study. They have used dc-dc converters in MPPT
system. Wang et al. [61] have proposed a system that uses fuzzy logic theory in a hybrid
electric car power supply system. Chin et al. [62] have studied on fuzzy logic based MPPT
and its performance under partial shading conditions. In this this study perturb and observe
method and fuzzy logic theory were combined. This method had achieved higher accuracy
and response speed. Kulaksiz and Aydogdu [63] have proposed an artificial neural network
based MPPT using fuzzy logic controller. They have used fuzzy theory to control duty cycle
of dc-dc buck converter.

Particle swarm optimization technique aims to eliminate fluctuations when the MPP
reached. It has higher performance in partial shading conditions and high fluctuations in

solar irradiations. This method has higher tracking accuracy but response speed to the



instantaneous changes in environmental conditions is lower. It has a simple system
configuration and faster calculations. Miyatake et al. [64] proposed a topology that is able
to minimize power loss during partial shading conditions. It has divided PV system into
small segments and configured the converters so that can control the unbalanced current
flow through the segments. Phimmasone et al. [65] had improved this method by adding a
term that has a repulsive force to the PSO agent to estimate the best voltage at operating
conditions. That has improved the efficiency and the accuracy of MPPT system. Isaque [66]
had modified the classical PSO method. In this study maximum change in velocity limited
to a predetermined value. This method has more accurate and fast tracking ability compared
to the classical PSO method, and in partial shading conditions system works more efficiently.

Ramaprabha and Mathur [67] studied on a MPPT system using genetic algorithm for
partial shading conditions. This algorithm basically uses genetic and evolution biological

behavior.

1.3. Purpose of the Study

This study aims to eliminate PV systems’ power extracting dependency to varying load
conditions and develop a MPPT method by using fuzzy control theory that has the
capabilities;

e Rapid tracking response to the changing load and environmental conditions

e Capability of tracking the MPP for wide ranges of solar radiation and
temperature

e Accuracy and no oscillation around the MPP

e Ease of implementation

e Low cost

In this study, PV maximum power point tracking systems were analyzed under two
main topics: firstly, the influence of the dc-dc converter on the tracking quality was
considered. The effect of solar radiation, temperature and load variations are considered and
the tracking performance of Buck, Boost and Buck-Boost converters were compared.
Secondly, tracking algorithms using different types of membership functions were

introduced. The advantages concerning the proposed method come from the simplicity, low



cost, digital implementation, fast tracking response, accuracy and very small oscillations
around the MPP on steady state.

1.4. Solar Energy Generation

1.4.1. Relationship Among PV Cell, Module and Array

PV cells are the electrical devices that have the ability to convert energy from the
sunlight to the electricity. PV cell groups are connected serial and parallel to form PV module
and arrays, by this way the desired current and voltage levels are obtained. Power extraction
performance of a PV cell depends on some conditions. These are; the radiation, the
temperature, the spectral characteristics of sunlight, shadows conditions, and the dirt [23,24].

The relation among PV cell, module and array is shown in Figure 1 [9].
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Figure 1. The relation between PV cell, module and array.

1.4.2. PV Cell Efficiency

Efficiency of PV cell is a performance index that indicates the percentage of the power
produced by the PV cells and the potential power that can be generated from the sunlight.
The higher efficiency means that the higher ability of conversion of light energy into
electricity with using same surface area. Most of the commercial PV cells at the market have
the efficiency value between 15 % and 22 %. To determine the efficiency, the panels are



tested at Standard Test Conditions. STC determines that a temperature of 25°C and an
irradiance of 1000W/m?. This is the equivalent of a sunny day with the incident light hitting
a sun-facing 37°-tilted surface. Under these test conditions, a solar cell of 15% efficiency
with a 100 cm? surface area would produce 1.5 W.

There are basically three types of solar panels, which differ in efficiency and cost.

e Thin-film solar panels
e Monocrystalline cells

e Polycrystalline cells

Monocrystalline solar cells have a efficiency rate between 20 % and 22 % and they are
produced from very pure silicon.

Polycrystalline cells have a efficiency rate between 14 % and 16 %. They are also
called multicrystalline cells.

Thin-film cells have a efficiency rate between 7 % and 12 %. They are produced from
amorphous silicon.

A lot of investments and researches have been made so far to increase the efficiency
rates of solar cells. In the last three years this rate has been enhanced from 5 % to 17 %. By
the year 2015 the Fraunhofer Institute for Solar Energy Systems ISE, declared that they have
achieved to produce PV cells which has a efficiency of 44.7 % As solar power becomes more
popular, it is estimated that in the near future the goal of 50% efficiency will be reached [35].

1.4.3. PV Cell Model

In solar cells P-N unions are used. These P-N unions’ characteristics are very similar
to those of the diodes. So that we can use the equation of Shockley (1) to determine the
characteristics of a solar cell [10].
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where;

e “Ip”is dark current (A),
e “Ip” is saturation current of the diode (A),
e “Vc”is cell voltage (V),

(14

e “q” is the charge of an electron,
e “a”is the diode ideality constant,
e “k” is the Boltzmann’s constant

o “Tck” is the cell temperature.

The relation among the net current I, light generated current I and the normal diode
current Ip is defined by the equation (2).

=11, )

In addition equation (3) presents the simplified model as shown in Figure 2.

(V+I.Rs).q
=1, -1,]e *= -1

(3)

So that equivalent circuit of a ideal solar cell can be represented as shown in Figure 2

with an ideal current source in anti-parallel with a diode.

Ideal cell

Figure 2. Equivalent circuit for PV modules.



In practice solar cells have some losses. These losses occur because of the resistance
in series (Rs) and another in parallel (Rsh). The final model is as shown in Figure 2.
If we take account these resistances equation (3) can be written as (4).

(V+1Rs)q

V +IR
=1 -1,/ e ¥ —1|- s

R, (4)

The photocurrent mainly depends on the solar insolation and cell’s working

temperature, which is described as [11,12]

G
||_ = [ISC + K| (TC _Tref )]Gref (5)

where Isc = solar cell short-circuit current, Grer = reference solar insolation in W/m?,
Tret = cell’s reference temperature, Tc= operating temperature, K; = cell’s short-circuit
current temperature coefficient, and G = solar insolation in W/m?,

There is another important characteristic of PV cells, which is called fill factor (FF).
PV cells usually have a FF somewhere between 0.4 and 0.8; ideal PV panels have a Fill
Factor of 1.0. The Fill Factor (FF) is the ratio of the maximum power point (Pmax) divided
by open circuit voltage Voc and short circuit current Isc [13].

FF — Pmax

Voc-lsc (6)

Figure 3 shows the current-voltage (I-V) characteristics of a typical silicon PV cell
operating under STC. The power delivered by a solar cell is the product of current and
voltage (I x V). If the multiplication is done, point for point, for all voltages from short-
circuit to open-circuit conditions, the power curve above is obtained for a given radiation
level [14].

When the solar cell open circuited no current flows between the two terminals of the
solar cell and the voltage across the cell is at maximum. This is called open circuit voltage
Voc. When the solar cell is short circuited the voltage across the cell is at its minimum (zero)

but the current flowing out of the cell reaches its maximum, known as the solar cells short



circuit current, or Is. In the short circuit and open circuit conditions electrical power is not
being generated. But these values determine the ranges of I-V curves.

There is another term that is called maximum power point. At this point solar cell
generates maximum power. At maximum power point the current and voltage values are
defined as Impp and Vmpp.

At MPP, Vimpp = (0.8-0.90)Voc and Imp = (0.85-0.95)Isc. The MPP varies with the
changing temperature and irradiance levels.

In a PV array several cells are connected parallel and serial. The 1-V characteristic of

a PV array is shown in Figure 4.
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Figure 3. Current-voltage (I-V) characteristics of a typical silicon PV cell.

To increase the power generation capacity, solar cells are connected in serial and
parallel. When they are connected in serial, the voltage is increases and when they are
connected in parallel the current produced is increases. By both two ways the power

generation is being increased.
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Figure 4. 1-V curve of a PV panel composed of series and parallel connected
cells.

I-V and P-V characteristics of any given PV cell at different temperature and irradiance
conditions are shown below.

10

asc

Current (A)
=]

-
T

FOT

FIF ‘_\ \
)
50 GO

10 20 30 40
Voltage (V)

I

70

Figure 5. 1-V characteristics for the temperature variation between 0
and 75°C.
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Figure 7. P-V characteristics for the temperature variation
between 0 and 75°C.

a0 r

300 |

200 |

Power (W)

100 |

10 20 30 40 50 60 0
Voltage (V)

Figure 8. P-V characteristics for the Rs variation.

1.5. Solar Maximum Power Point Tracking System

Conversion of the energy from the sun to the electricity is maximized when PV device
operates at the maximum power point. The operating point varies along the I-V plan of the
solar cell because of changing radiation and temperature levels as shown in Figure 9.

We need special circuits to make the PV system operate at the MPP dynamically with
the changing irradiation and temperature levels. These circuits are known as Maximum
Power Point Trackers (MPPT) [18,19].
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Figure 9. MPP on the I-V plan with changing solar radiation and
temperature levels.

Studies about MPPT systems concern two side of the problem. One is the hardware,
dc-dc converters and load types and the other one is the software that is about tracking
algorithm.

1.5.1. Maximum Power Point Tracking System Combining DC-DC Power
Converters

The operating point of PV system is the intersection point of the I-V curve and load
curve. As shown in Figure 10, to understand operating point, first of all we will work with a

resistive load.

Figure 10. PV system with resistive load

The load curve is derived from the Ohm’s law with the equation (7). PV I-V curve and

load curve are represented in Figure 11.
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PV R

We can not be sure that maximum power transfer to the load for a long period of time
is guaranteed, even if the load curve and I-V curve intersects at the MPP, becuse the MPP

changes when the irradiation and temperature changes [15-18].

PV Current (A)

a T s 1
0 £ 1] 1% Pt 25

PV "L:nlugt 9]
Figure 11. Operating points of the system.

To overcome this issue and set the operating point to the MPP continually, the load
curve is needed to be rearranged according to the irradiation and temperature changes. This
is possible when a smart system is placed between the load and the PV device. By using a
dc-dc power converter and changing its duty cycle a variable load can be emulated from the
PV device’s terminals. The topology shown in Figure 12, composed by a PV module, a dc-
dc converter and a load, defines the hardware of a maximum power point tracking system.

There is an important point, the tracking systems behaves differently because of the
dc-dc converter and load types features. In this study buck, buck-boost, boost, Cuk, SEPIC

and zeta converters will be examined in association with resistive load-types.
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Figure 12. Maximum point tracker system.

1.5.2. Examinations for Resistive Load-Type

When a resistive load is connected to the dc-dc converter, Figure 12 may be redrawn

as Figure 13 and equation (8) can be derived.

de-de .
converter ' R

Figure 13. MPPT with resistive load.

V. =R, ®)

If the static gain of the converter is G, the relationship between Vpv/lpy and Vr/ Ir is
defined as (9) and (10) [15-18].

G=_R
Ve (9)
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G= oy (10)
IR

We can derive equation (11) by rearranging equations (9) and (10).

\ﬂ = i2 = Reff

ley G ' (11)

Vpv/ Ipy is the effective resistance, Resf, that is seen from the terminals of the PV
device. Thus, the dc-dc converter emulates a variable resistance. The value of this variable
resistance can be adjusted by changing the the gain G. Figure 13 can be redesigned as in
Figure 14 and (12) can be written.

PV module

Figure 14. PV system with the effective load.

R

VPV :EIPV (12)

Equation (12) is a straight line with an inclination angle 6. 6 can be modified with the
changing static gain G as in (13) [15-18].

I oy G?
0 = arctan| —~ | =arctan
Vi, R (13)

Static gain is represented as a function of the duty cycle D in Table 1. By replacing

static gain with the values in Table 1, the inclination angle 6 can be written as in Table 2.
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Table 1. Static gains of different types of dc-dc converters.

DC-DC Power Converter Static Gain
Buck G=D
Boost G=1/(1-D)
Buck-boost, Cuk, SEPIC and zeta G=D/(1-D)

Table 2. Load curve inclination angle (in degrees) as a function of the
converter duty cycle D.

DC-DC Power Converter Effective Load Inclination Angle 0
D2
Buck 0 = arctan <?>
1
Boost 0 = arctan <m>
D2
Buck-boost, Cuk, SEPIC and zeta 6 = arctan <m>

Duty cycle varies between 0 and 1. So that the effective inclination angle is limited
according to the type of dc-dc converter. For example for buck converter when duty cycle D
is 0 (14) is found.

02
0 o= arctan[Rj =0 (14)

If the duty cycle D=1, (15) can be written.

1
0 ou= arctan(Rj (15)

If we apply these equations to all types of converters, we can obtain Table 3 and Figure
15. It can be observed from table 3 that effective load inclination angle determines the region
of maximum power point tracking on the I-V plan.

The dc-dc converter can emulate a suitable effective load in this tracking region of

I-V plan, so that the load curve and the I-V characteristic curve intersect at the MPP and
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maximum power transfer is guaranteed. When irradiation or temperature changes, the I-V
characteristic curve changes too. That’s why, the effective load inclination angle must be
changed in order to reach MPP. This is possible if the new MPP is in the tracking region,

else the operating point would be set out of MPP.

Table 3. The minimum and maximum values of effective load inclination angle.

DC-DC Power Converter Mininum Effective Load Inclination Maximum Effective Load Inclination
Angle 0 Angle 0
= 1
Buck 0lp-,=0 0 |,_,= arctan (—)
R
0 |,_,= arctan 1 0p,=90C
Boost D=0 " R D=1
Buck-boost, Cuk, SEPIC and zeta 0 | D=0_ 0 19|D:1= 9

From the graphical results shown in Figure 15 it is understood that buck-boost, Cuk,
SEPIC and zeta converters are more suitable than the other types for tracking function.
Because they have the ability to track at every point of the 1-V plan. This can be proved by

using the converters shown in Figure 16. [19,20].
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1.5.3. Maximum Power Point Tracking Algorithms

The efficiency of the tracking function is directly related with the quality of tracking
algorithm. In the tracking algorithm as inputs generally PV module current and voltage
values are used. By this way duty cycle of the power converter is adjusted to set the operating
point to the MPP.

PV moduc

/o [>_ de-de i

converter

J Iy, A

’/’I'V A
Tracking o
algorithm

Figure 17. General MPPT system topology.

The irradiation and temperature changes dynamically so that in practice this algorithm
must have the ability of fast and accurate tracking. Several tracking algorithms have been
developed so far to improve the tracking speed and accuracy. The ease of implementation

and the efficiency of the tracking algorithms differ from type to type.

1.5.3.1. Constant Voltage

This method aims to keep the voltage across the terminals of the PV device at a
constant value at which the maximum power transfer is possible [21]. In this method a single
voltage sensor is needed, so that it has the property of low cost and ease of implementation.

But when irradiation or temperature changes the operating point shifts away from the MPP.
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1.5.3.2. Incremental Conductance

The Incremental Conductance (IncCond) method has an acceptable performance of
tracking speed and accuracy. In this algorithm Vpy and Ipv are measured to calculate output
power Ppy. Then the partial derivative dPpv/dVpy is calculated to determine whether the duty
cycle of the power converter is needed to be increased or decreased. By this way operating
point is set to MPP. This method can be implemented digitally and the derivative is

calculated by the microcontrollers by using equation (16).

dR,, I, (n=1)—1,,(n)
av,, OV Ty v, m) (16)

It can be inferred from (16) that;

e if (dPpv/dVpy)<O0 (the operating point is at the left of MPP), the duty cycle is
in order to approach to zero,

e if (dPpv/dVpv)>0 (the operating point is at the right of MPP), the duty cycle is
changed in reverse direction in order to approach zero,

e if (dPpv/dVpv)=0 (at MPP), then the duty cycle is unchanged.

This method has high tracking speed and accuracy but it has a complex procedure of

implementation because of the calculation of derivative in real time [21].

1.5.3.3. Perturb and Observe

Perturb and Observe (P&O) method is widely used among the MPPT algorithms. This
method works independently from the environmental conditions. Current and voltage
sensors are needed to make calculations, so that it has a higher cost relatively [22]. Basic
principle of this method is to calculate the output power Ppyv and perturb the duty cycle by
increasing or decreasing it. After every perturbation the output power is recalculated. If it is
increased perturbation is repeated in the same direction otherwise direction of the

perturbation reversed.
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This method has some drawbacks. These are; oscillations when MPP reached at steady
state because of constant perturbation, slow tracking speed and wrong decisions when fast

changes happen in the irradiation or temperature.

1.5.3.4. Algorithms Combined with Fuzzy Logic Theory

The methods mentioned above chapters use step sizes that have constant values to
adjust the duty ratio of power converter. Using unchanging step sizes brings some drawbacks
together. Too small sizes of steps cause slow tracking and too large sizes of steps cause
oscillations when the MPP point reached. The characteristics of the PV device change
according to the environmental conditions so that in order to adapt to these changing
environmental conditions we need to use variable step sizes in adjusting increment of duty
ratio of power converter. Fuzzy logic combined MPPT techniques have advantages of
application in such non-linear systems. They do not need the knowledge of complex
mathematical models and system parameters. These advantages made FLC based techniques
popular among all MPPT techniques [25-30]. The performance of MPPT algorithms depends
on directly to the selected input and output variables of the system. MPPT techniques based
on FLC usually use the error (e(t)= Ppv(t)—Ppv(t—At), dPpv(t)/dVpv(t) or dPpv(t)/dIpv(t))
and change of error (de(t)/dt) as inputs. But the derivative calculations make calculations
complex and the small measurement noises cause large errors. So that variation of power,
voltage and current can be taken as inputs. By this way calculations are made easily and
accurately [31-34].

1.6. Fuzzy Logic Theory

Fuzzy logic is a method that converts expert knowledge into processable algorithms.
It was first proposed by Dr. Lofti Zadeh in 1960’s as a theory of uncertainty. This theory
makes it possible to model the ways of human reasoning approximately with logical
algorithms. Smart systems can be designed with fuzzy logic by using expert knowledge that
Is expressed in human language. It has been proved that fuzzy logic based smart systems
have superior performances than the other conventional methods. Fuzzy logic has been

widely used in system modeling, process control, military, prediction technologies,
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estimation and smart machines etc. Especially it has a fame in designing control systems.
Some important systems for which fuzzy logic based controllers have been extensively used
are water quality control system, elevator control system, automatic train operation system,

automatic transmission control, nuclear reactor control system, washing machine etc. [36].

1.6.1. Basics of Fuzzy Logic

Fuzzy logic is another kind of artificial intelligence. It has been more recently
progressed than artificial intelligence applications. Fuzzy logic is based on the principle that
human decision making isn’t all about “ones and zeros” or “yes-no” and it is uncertain, vague
and indecisive. Fuzzy logic is concerned with the problems that include uncertainty,
vagueness or partial truth. Fuzzy set theory is the fundamental of fuzzy logic. Every member
of a fuzzy set has a degree of membership value between 1 and 0. Different than classical
Boolean logic based set theory that particular object is a member of a set (logic 1) or not a
member of it (logic 0). Set operations in Boolean logic, union (OR), intersection (AND) and

complement (NOT), are also used in fuzzy set theory [37-38].

1.6.1.1. Fuzzy Sets

A fuzzy set has no clearly defined boundary. It contains elements that have different
degree of membership values. This is why they differ from the classical sets.

If we assume that X is a space of points (Universe of discourse) and X is a generic
element of it, then we can define a fuzzy set A that has the elements as defined at (17) and
(18).

na(x) € [0,1] (17)

A={(x, pa(x))}, xeX (18)
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1.6.1.2. Basic Fuzzy Set Operations

Commonly used fuzzy set operations are union, intersection and complement
operations. “max” and “min” operators are commonly used in engineering problems in order
to model union and intersection operations.

Let A and B be two fuzzy sets in the universe of discourse X, which are characterized
by membership functions pa(x) and ps(x). Then AUB which is characterized by paus(x) can

be designed as follows.

paus(X)=max(ua(x), us(x)) (19)

b 1i(x) pix)

AORBE

Figure 18. Fuzzy union of two fuzzy sets A and B.
Fuzzy intersection of two fuzzy sets A and B in the universe of discourse X is described
by (20).
pane(x)=min(pa(x), us(x)) (20)
b L(x) p(x)

AAND B

/

X X

Figure 19. Fuzzy intersection of two fuzzy sets A and B

Fuzzy complement of a fuzzy set A in the universe of discourse X is described by (21).



24

na(x)=1-pa(x) (21)
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Figure 20. Fuzzy complement of a fuzzy set A.

1.6.1.3. Membership Functions

A fuzzy set is shaped by its membership functions. Since the universe of discourse
mostly consists real values, defining MFs as continuous functions is convenient. Commonly

used MFs are represented below.
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Degree of membership

Figure 21. (a) triangular MF (b) trapezoidal MF  (c) Gaussian MF
(d) generalized bell MF
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A triangular MF with parameters {a,b,c} can be defined as follows:

triangle(x;a,b,c) = S_i (22)

trapezoid (x;a,b,c,d)=<1Lb<x<c
d-x (23)

A Gaussian MF with parameters {c,c} can be defined as follows (the parameter ¢

represents the MF center and ¢ determines the MF width.):

_;[gf
gaussian(x;c,c)=e 2 ° (24)

A generalized bell MF with parameters {a,b,c} can be defined as follows:

bell(x;a,b,c) = ——
(25)

where b is usually positive (if b < 0; then the MF becomes an upside-down bell).
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1.6.2. Fuzzy Rules

A fuzzy IF-THEN rule combines a condition consisting linguistic variables and fuzzy
sets to define an output or conclusion. The part of IF contains a knowledge about conditions
and the part of THEN contains an output or conclusion about the knowledge of conditions.
These IF-THEN rules are used in fuzzy inference systems to define the degree about how
much the input data matches the condition of the rule. As an example air conditioner system

should be examined.

IF the temperature is LOW, THEN the heater motor should be rotated
FAST.

For other input temperatures, different rules should be developed.

Fuzzy input variables can be multi-dimensional according to the type of applications.
For example, in our air conditioner system, the inputs include both current temperature and
the change rate of the temperature. Table 4. is an example of fuzzy control rules applied in

our air conditioner system.

Table 4. An example of fuzzy rules

AT LOW MEDIUM HIGH
LOW FAST MEDIUM MEDIUM
MEDIUM FAST SLOW SLOW
HIGH MEDIUM SLOW SLOW

The rows and columns represent input variables and the linguistic variables at the
intersections of the columns and rows represent output variables. The inputs are related with
the IF part and the output is related with the THEN part of the IF-THEN rule. For example,
when the current temperature is LOW, and the current change rate of the temperature is also
LOW, the heater motor’s speed should be FAST to increase the temperature as soon as

possible. This can be represented by the IF-THEN rule as
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IF the temperature is LOW, and the change rate of the temperature is LOW,
THEN the conclusion or output (heater motor speed) should be FAST.

Remaining rules can be formed with the same strategy. In this example 9 rules were
created. According to the sensitivity of the control process inputs and outputs would be

partitioned to smaller segments [40-44].

1.6.3. Fuzzy Inference Systems

The process of converting fuzzy inputs to fuzzy outputs according the fuzzy rules is defined
as fuzzy inference. There are several types of fuzzy inference mechanisms.

FIS (fuzzy inference systems) have many application areas [45];

e Automatic control and robotics
¢ Classification and clustering
e Pattern recognition

e Decision analysis and expert systems

Crisp Fuzzified Fuzzified Crisp
1111)11'['5 11113:111'5: CGI]Chl":lDIl:: DL“IJ'LH'C:
X1 qu F‘ - A
| 6§ Inference -% o
—_— g mechanism | | O | —
o {[E8
T ule-base 3L

Figure 22. General FIS structure.

e Fuzzification: Transformation of crisp values to fuzzy sets

e Rule-base: contains a selection of fuzzy rules

e Inference mechanism: performs a certain inference procedure
upon the rules and derives a conclusion

e Defuzzification: Transformation of output fuzzy sets to crisp values
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1.6.3.1. Mamdani-Type Fuzzy Inference System

Mamdani-type fuzzy inference process has five steps:

Step 1: Fuzzify input variables

Step 2: Application of fuzzy operator

Step 3: Application of implication method
Step 4: Application of aggregation method
Step 5: Defuzzification

A simple example of “climate comfortability” can be examined to describe fuzzy
inference process. According to the flowchart shown in Figure 23, as input variables
temperature and humidity are chosen then processed with three IF-THEN rules to create
crisp output about climate comfortability.

Rule 1
If temperature is not cosy,
then climate is harsh

[nput 1
Temperature (20°F-100°F) Rule 2 Output
If temperature is cosy and humidity is high, E i Climate Comfortability
Tnpat 2 then climate is livable (0-10)
Humidity (30%-100%)
Rule 3

If remperature is cosy and humidity is low,
then climate is comfortable

Figure 23. Flowchart of “climate comfortability” [45].

First of all crisp input variables would be converted into fuzzy inputs by using fuzzy
sets defined by membership functions. In this example three IF-THEN rules are created and
the inputs are defined by four different fuzzy sets “temperature is cosy ” , “temperature is

99 ¢¢

not cosy ”, “humidity is high”, and “humidity is low”. Input variables are fuzzified according
to these linguistic fuzzy sets. As shown in Figure 24, the temperature 80°F is located on the

“temperature is cosy” fuzzy set and has the degree of membership value p= 0.66.
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cosy — 4 e =066

Result of
fuzzification

1
20 80 100 (°F)

temperature is cosy ‘

Input 1 temperature = 80°F

Figure 24. Fuzzifying input variable “temperature” [45].

If we examine Rule 2, we can see that the antecedent consists of two fuzzy linguistic
sets. So that we need to combine these two membership values with a fuzzy operator. Most
common operators are AND and OR. They are formulated with the min and max functions.
Figure 25 shows the AND operation and resultant degree of membership of the fuzzy Rule

2. This process is the part of antecedent of fuzzy rule.

0.66 = AND operator (min)

o | 0,33
Result of
i fiuzzy operator
20 80 100C°F) 30 70 100(%)
femperature is cosy and humidity is high ‘
Input 1 temperature = 80°F Input 2 humdity = 70%

Figure 25. Applying fuzzy operator [45].

The consequent part is described by another fuzzy linguistic set. The resultant degree
of membership from the antecedent part is applied, according to the inference method used,
to these fuzzy linguistic set and crisp output is obtained. This process is called fuzzy

implication.
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Antecedent Consequent
/ N/ \
1 1 1
cosy
i
I | RN I R
I
0 I 0 1 0 0 / \
20 &0 100(°F) 30 70 100(%5) 0 0 0 0
If lemperatueiscosy and lumidityishign then  clmate s livable Result of

implication

Imput 1 temperature = 80°F Imput 2 humidity = 70%G

Figure 26. Applying implication method [45].

When each consequent fuzzy sets are implicated by the IF-THEN rules, now we have
to combine them in order to form the output fuzzy set to make a decision. This process is
called aggregation. Functions max, sum and “OR” can be applied in the aggregation process.
In our example max function was used. In climate comfortability example implication of
three fuzzy rules creates three new fuzzy sets. These fuzzy sets were aggregated by using
max function and a fuzzy set defining output variable “climate evaluation” was created. This
fuzzy set is ready for the defuzzification process.

Final step of the fuzzy inference process is the defuzzification. At this step a crisp
output will be created according to the resultant fuzzy set from the aggregation operation.
Defuzzification is the inverse process of fuzzification. At the beginning crisp inputs were
fuzzified by using input variables’ fuzzy sets and then crisp outputs were created by using
this resultant fuzzy set. There are several defuzzification methods. In this thesis the Centroid

Method (centre of gravity) was used. This method is defined as in (26).

J 10(2) 2d2

Zoos =1 i (26)
@

here z is the crisp output variable, and pA(z) is the membership function of the
aggregated fuzzy set A with respect to z. The following figure shows the result of the climate
comfortability example calculated via Centroid Method. This indicates that when

temperature is 80°F and humidity reaches 70%, the fuzzy inference system rates the climate
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comfortability 3.75 points, which means the climate is not appropriate for long-time living

[45].

1. Fuzzify input 2. Apply fuzzy operation 3. Apply implication
(AND = min) method (min)
! not ! ::rd:ph::dmy 1 harsh I
Rule1 | O | |onbom2 _] i R P
0 ] J \

If temperamre is not cosy

1 () 0
20 3:] 100 (*F) 30 1 100{%:) 0 10 0 + 10
|
|
|
|
|

1 i 1 1
COsY livable
B
Rule 2 I o __le 1
I

0 L 0 0 / \

20 SE] 100(=F) 30 10 0
If temperature is cosy  amd climate is Iivable|

1
comfortable

0 . 0 .
20 80 100(°F) 30 70 100{e6)" 0 o0 10
|Lf temperature is cosy  and  humidify is low  then chmate is comfortable 11
Input 1 temperaiure = 80°F  Input 2 humdity = 70% 1
4. Apply
aggregation
method (max)
a
0 10
Result of
aggregation
Figure 27. Applying aggregation method [45].
1
a
0 10
Climate evaluating | Result of
mumber = 3.75 defuzzification
Figure 28. Applying Centroid Method

defuzzification[45].

for
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1.7. Matlab Fuzzy Logic Toolbox Software

By using Matlab fuzzy logic toolbox users can create and edit fuzzy inference systems.
Users can create these systems using graphical tools or command-line functions. And by
using Simulink software users can test their fuzzy systems in a block diagram environment
[46].

The following graphical tools are used to build, edit and view fuzzy inference systems:

e Fuzzy Logic Designer: Basic properties of the FIS such as number of inputs
and outputs, input and output names are determined by this tool. There is no
limit with the number of inputs. But the size of the memory of the users’
machine may not handle to work if the number of inputs or number of
membership functions too large.

e Membership Function Editor: Properties of membership functions are edited
by using this tool.

e Rule Editor to edit the list of rules that defines the behavior of the system.

e Rule Viewer: FIS diagram is demonstrated by this tool. It can be to see which
rules are active, or how individual membership function shapes influence the
results.

e Surface Viewer to view the dependency of one of the outputs on any one or
two of the inputs—that is, it generates and plots an output surface map for the

system [47].

To open the fuzzy logic toolbox, users easily type “fuzzy” on the Matlab main

command window and then press enter.
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Fuzzy Logic Designer

Membership
Function Editor

Rule Editor

Inference
S

I Y]
' 1] E" Read-only
(] [ ] LA tools
J| 1 | 1 LA
T @Ay
| ] el |
Rule Viewer Surface Viewer

Figure 29. Main components of Matlab fuzzy logic toolbox [47].

1.7.1. The Membership Function Editor

The membership function editor allows users to display and edit membership
functions. Main functions are represented in Figure 30.
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Menu commands for "Variable Palette" area.
saving, opening, and editing Click a variable to edit its
a fuzzy system. membership functions.

food

£ 1 2 3 4 s _LL 2 & s 10
Graph dis gla Ciick a line to dmange its attributes,
members| ctions such as name, type, and numerical parameters.
for the selacbd variable. Drag the curve to move it or to change its shape.
Set the display range
of the current plot.
Set the range Name and of
[ of the current variable. cumrent varia

This status line Change the numerical Select the of Edit name of current

describes the most parameters for current current membership  membership function.
recent operation. membership function. function.

Figure 30. Basic functions of membership function editor window [47].
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1.7.2. The Rule Editor

The rule editor allows users to construct the rule statements automatically as shown in

Figure 31.

The menu items allow The rules are
you to’save. open, or entered

edt a fuzzy system automatically
using any of the five Input or output selection menus. using the GUI

basic GUI lools.

tools.

¢ Rule Editor: lipper
FEde Edit View Options

1. If [service is poot] of [food ks rancicd) then [lip is cheap] (1)
2. If (service is good) then [tip is a /
3. If [service is excellent] or (foogdfs delicio

good
excellent generous
none none
[ not [ not not
eight:
/ 1 Delete rule | ide | Change nie | | >
Link input % 2
statements in rules. FiS Name: hpb( /< Help I Close, I
This status line \/ \/
describes the most ?l:?:rfe'r?gu:]%gmm Create or edil rules with the GUI buttons and The Hglp button
recent operation. ' choices from the input or oulput selection menus. 9'Ves some

nformation about
how the Rule Editor
works, and the
Close bufton closes
the window.

Figure 31. Basic functions of rule editor window [47].

1.7.3. The Rule Viewer

The rule viewer displays the general concepts of fuzzy inference process. The
antecedent and consequent parts of the fuzzy rules are represented in three plots. The rules
are represented as rows and the variables are represented as columns. By clicking on the rule
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numbers users can slide the red line and change the value of the input variables and see how
the output variable change simultaneously.

) Rule Yiewer: tipper .:J.g.l_il

File Edit View Opbions

service = 5 fond =5

tip=15
[
LY Y
1 N, LY
N \
VAN A
P -
/ J,-"'l
3 __/ i
1] 10 0 10
i} 30
Input: 55 ummﬁ& 1101— Move: | ap | gt dml ™) |
Rule 2. If (zervice iz good) then (tip is average) (1) Help | Close |

Figure 32. The rule viewer window [47].

1.7.4. The Surface Viewer

With the drop-down menus X (input), Y (input) and Z (output) users can plot nay of
selected two inputs and one output. Users can grab the axes with the help of mouse and rotate
the shape three-dimensionally.
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J) Surface Viewer: tipper X .ng'&
File Edit View Options

X (input): Isuvlee -IYCmA): Ifood -IZ(W)? Im -l
X grids: |15 Y grids: |15 EvZanie I
IR“-W* [ ]IMWS: flor ” Heip | Close ||
= |

Figure 33. The surface viewer window [47].

1.7.5. Importing and Exporting Fuzzy Inference Systems

Fuzzy systems are saved as ASCII text files. The FIS files are represented with the
“fis” suffix When a fuzzy system saved to the Matlab workspace, a variable is created
(whose name you choose) that acts as a Matlab structure for the FIS system. FIS files and
FIS structures represent the same system [47].



2. CASE STUDY AND METHODOLOGY

The scope of this study is to design a solar MPPT system that uses fuzzy logic control
theory to perform the adjustment of the duty ratio of the power switching device that is used
in the dc-dc power converter circuit. Fuzzy MPPT controllers would generate fuzzy input
variables needed by reading voltage and current signals from the PV panel. The fuzzy input
variables would then can be used to calculate the increment of the duty ratio command for
adjusting operating point of the PV panel in order to maximize the power extraction.

Figure 34 shows the block diagram of the investigated MPPT system. The system

includes a PV panel, a buck-boost power converter and a fuzzy logic based MPPT controller.

Iout

—
Vews lpy +
buck-boost
— Vour <R,
converter
l—P
| t
: D |Duty ratio control
RPV
MPPT
controller

v

Figure 34. Solar power maximum power point tracking system.
2.1. Design of Maximum Power Point Tracking system

Sunpower SPR-305E-WHT-D (Monocrystalline Cell) (One series module and one
parallel strings) PV module used for simulations in this study. The characteristics of the PV
module at 25 °C and at various irradiation levels are shown in Figure 35. The characteristics
of the PV panel at 1000 W/m? and at various temperature levels are shown in Figure 36.
Module parameters at STC are represented in Table 5.
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Figure 35. PV panel characteristics at 25 °C and at various irradiation levels (the
point (X,Y) refers to maximum power point).

8 T T T T
5004 LRI ymn
e ¥: £ | TE5v.sam -
<
E,L i
g-l
aga LR . -
BN e
u 1 1 1
0 10 0 ] 40 a0 1] L
Voltage (V)
400 T T T X8R
504 ::;12 Voxse
=300+ .
3
‘E‘zm - g
o 100 <
0 10 20 0 40 50 G0 70
Voltage (V)

Figure 36. PV panel characteristics at 1000 W/m2 and at various temperature
levels (the point (X,Y) refers to maximum power point).
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Table 5. Module datasheet.

Module Parameters

Maximum Power (W) 305,26
Open circuit voltage Voc (V) 64,2
Temperature coefficient of Voc (%/deg.C) -0,27269
Cells per module 96
Short-circuit current lsc (A) 5,96

Current at maximum power point Iy (A) | 5,58
Temperature coefficient of Isc(%/deg.C) 0,061745

Light generated current I, (A) 6,0092
Diode saturation current o (A) 6,30E-12
Diode ideality factor 0,94504
Shunt Resistance Rsy (ohms) 269,5934
Series Resistance Rs (ohms) 0,37152

2.1.1. DC-DC Converter

As mentioned in section 1.5.2. buck-boost converters’ ability of tracking at the I-V
plan of the PV panel is superior than buck and boost converters. So that in this study buck-
boost converters used to perform MPP tracking process.

The circuit diagram of the power converter is shown in Figure 37. The parameters of
the converter are Lin = 11 pH, L1 = 378 uH, Cin = C1 = 1000 puF and Cpy = 680 pF. The pulse
width modulation (PWM) switching frequency was set to 5 kHz [20].

Lin
Iy 11 uH
o Y'Y
3 —
Cov Cin duty ratio
e Vpy — command - R, Vout
680 pF ] 1000 pF 378 uH 1000 pF ke
- Ly lout +

Figure 37. Circuit diagram of the power converter.
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Internal resistances were ignored to obtain (27) on the converter’s input and output voltage

equation in steady state:

VOUT = 7VPV (27)

If we assume that converter operates lossless with a resistive load R, the value of the

power obtained from this PV system would be:

2\, 2
DV
Py = — | =~ 28
It is demonstrated additionally, in Figure 38, that P-V curves at miscellaneous

irradiation levels according (28) and miscellaneous duty ratio commands with the ohmic

load 3 Q. The intersections show the operating points of PV system.

PV Panel Output Power (W)

43

PV Panel Voltage (V)

Figure 38. PV characteristics and operating points according to (28)
[8].

Simulink model of the test circuit of the designed dc-dc power converter is represented
in Figure 39. If we apply a ramp signal (changes the duty ratio of the switching device from
0% to 100%) as the duty ratio control command of PWM generator at 25 °C temperature and
1000 W/m? irradiation level (R.=5Q), equations (11) and (28) are verified. Simulation

results represented in Figure 40 and Figure 41.
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Figure 40. Simulation results when a ramp signal applied to the PWM generator as duty

ratio control signal.
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Figure 41. PV module and load waveforms with the changing duty ratio command.

We can conclude that, from the simulation results shown in Figure 40-41, by changing
the duty ratio of the switching device the dc-dc power converter alters the load resistance
and the effective resistance obtained from PV module terminals determines the operating
point of PV module. Power extracted from the PV module and transferred to the load have

almost same values and waveforms (if internal resistances ignored).

2.1.2. Design of Fuzzy Inference System

Required fuzzy input variables are generated by fuzzy MPPT controllers. The current
and voltage measurements of the PV module are converted to fuzzy inputs by the fuzzy
inference system. Then these fuzzy inputs can be used in the process of estimating the
increment of the duty ratio. In Figure 42 the flowchart of this process is illustrated. Designs

of fuzzy controllers varies according to the input variables selected. As mentioned before
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as input variables, AP ,AV, Al and Ae can be selected, and as an output Ad was selected in

this study.

Ipv l l Vev

Generation of fuzzy
input variables

l Fuzzy input vanables
[nput
membership [~——3,| Fuzzyfication

functions

Fuzzy rules Fuzzy inference Defuzzyfication
> engine (Mamdan ¥ (Centre of gravity)
method)

f l Ad

Output membership Icrement of power

functions switch duty raito

Figure 42. Flowchart of calculation process.

By using MATLAB Simulink proposed MPPT topology is implemented and universe
of discourse (UOD) of input and output membership functions were determined. After
determination of UOD membership functions, they were grouped with the names negative
big, negative small, zero, positive small, positive big (NB, NS, ZE, PS, PB). Researchers
have developed several methods in determining the UOD of the membership functions such
as fuzzy clustering and particle swarm optimization. In this study the UOD of membership
functions are determined by the trial and error method. This method is an empirical method.
In this method system designers have to perform a lot of experiments and according to results
of the experiments the boundaries of UOD of membership functions are optimized in order
to achieve the best tracking performance. In this study by the help of MATLAB “histogram”
function we had an idea of determining UOD of input membership functions. For example
if AP and AV are selected as input variables; as shown in Figure 43 the test circuited was
used to read the values of AP and AV. When the duty ratio signal, shown in Figure 44, is
applied to the PWM controller (at 25 °C) values of AP and AV are read and recorded to the
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workspace of MATLAB. Then by using the “histogram” function the distribution of the
values of AP and AV can be evaluated. According to the histograms the UOD of membership

functions can be tuned to optimize the system tracking performance.

ToWorkspaced
To Workspace

0
e

Delay

=.
Wi
PIWM Genertor
(DC-0C)
SIS
[

a

|
[Pov] )
From

PV Array

E

Signa 3
Signal4
Irradiance and duty rtio

Figure 43. Simulink model of the test circuit used for the histogram calculations.
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Figure 44. The duty ratio signal and the irradiance.
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Figure 45. Matlab command window view of histogram function.
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Figure 46. Histogram of AP.
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Figure 47. Histogram of AV.

As shown in above figures, the histograms give us information about determining the
boundaries of membership functions roughly. This rough information was examined more
detailed by making more experiments by changing the boundaries of membership functions
and observing the change of the performance of the tracking system. Output signal generated
by the fuzzy controller (increment of duty ratio) changes the PV cell’s output voltage and
current. When the output changes, next time values of fuzzy input variables changes too. By
this way the fuzzy controller rearranges the output commands. Basically first of all
boundaries of PB and NB were determined according to the input variables’ characteristics.
The boundaries of ZE was determined by the logic that what we expect from the MPPT when
the MPP is reached and the environmental conditions change. Then PS and NS boundaries
were determined.

Fuzzy rules database is shown in Figure 48. Iterations were made by moving on the

P-V slope’s specified regions as shown in the Figure 48.
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Figure 48. The rule base.

2.1.3. Fuzzy MPPT Algorithms

The experiments were carried out at the specified irradiance and temperature levels as
shown in Table 6. The maximum power points are also shown in Table 6. First of all
symmetric membership functions were used in the simulations and then asymmetrical
membership functions were used. The performance difference was compared then. For
fuzzification; Mamdani method and for defuzzification; centre of gravity methods were used
in this study. Fuzzy interface system was practiced by using MATLAB Simulink fuzzy logic
toolbox.
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Table 6. Maximum power values of the PV panel used in the
simulations at different irradiation and temperature levels.

Irradiance Temperature Maximum
Level C) PV output
(W/m?) Power (W)
1000 25 305,2

400 25 119,8

200 25 52,62

1000 0 3259

1000 50 281,6

2.1.3.1. Change of Power (APpv) and Change of Voltage (AVev) as Inputs

The rule database was obtained by making iterations on Figure 49 and the test circuit

shown in Figure 53 was used to perform experiments.

230

2001 4
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300 v~ ]
g 2301 J
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100 | _

50 .

oM = =
[] 15 30 45 63 g0
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Figure 49. Change of P-V characteristic.
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Increment of

Figure 51. Fuzzy controller’s input-output surface (with
symmetrical membership functions).
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AV (V) 05 ae{w)

Figure 52. Fuzzy controller’s input-output surface (with
asymmetrical membership functions).
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Figure 53. Simulink model of the test circuit used for the tracking algorithm change of

power (APpy) and change of voltage (AVpy) as inputs.



52

1 T T T T T
n_5-NB NS & P PB - [3l
D L 1 1 1 1 |

B o5 1 05 0 05 1 15

£

P

21 1 T T T

;

E05MB NS

%

E l] | | | [

5 45 24 03 02 Q1 0 04 02 03 04 05

a
1 | | ]
05 NB NS E PS PB 4 {c)

! | | \I 1 |

0015 001 0,005 0 0.005 0.01 0.015

Figure 54. Symmetrical input membership functions (a) MF of APpv (b) MF of
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Figure 55. Asymmetrical input membership functions (a) MF of APpy (b) MF of
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53

As shown in Figure 49, the P-V characteristic curve divided into 9 regions. Now we
have to determine how should the MPPT controller behave in order to reach the MPP.

At region 1: Power and voltage decrease at the same time under same irradiation level.
The operating point is at the left side of the MPP. This means we need to decrease the duty
ratio.

At region 2: Power doesn’t change but voltage decreases. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 3: Power increases and voltage decreases at the same irradiation level. The
operating point is at the right side of the MPP. This means we need to increase the duty ratio.

At region 4: Power decreases and voltage doesn’t change. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 5: Both power and voltage don’t change so that the duty ratio shouldn’t be
changed.

At region 6: Power increases and voltage doesn’t change. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 7: Power decreases and voltage increases under same irradiation level. The
operating point is at the right side of the MPP. So that the duty ratio should be increased.

At region 8: Power doesn’t change and voltage increases. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 9: Power and voltage increase at the same time under same irradiation level.
The operating point is at the left side of the MPP. This means we need to decrease the duty
ratio.

Simulation results by using symmetrical and asymmetrical membership functions are

shown in Figure 56 and Figure 57 respectively.
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Figure 56. Simulation results (symmetrical MFs were used) (the point (X,Y) refers to
maximum power point).
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Figure 58. Detailed view of the output power of PV panel represented in Figure 56 and 57.

2.1.3.2. Change of Power (APpv) and Change of Current (Alpv) as Inputs

The rule database was obtained by making iterations on Figure 59 and the test circuit
shown in Figure 63 was used to perform experiments. When the operating point is at the
right side of the MPP, the slope of the P-I curve is very sharp. At this region tracking

operation is very sensitive to the change of increment of duty ratio.

400 .
350

Power (W)
w
(=]
o

0 075 1,5 225 3 375 45 525 ¢
Current (A)

Figure 59. Change of P-I characteristic.
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Increment of duty ratio

Figure 61. Fuzzy controller’s input-output surface (with symmetrical
membership functions).

duty ratio

Increment of

Figure 62. Fuzzy controller’s input-output  surface  (with
asymmetrical membership functions).
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Figure 65. Asymmetrical input membership functions.

As shown in Figure 59, the P-I characteristic curve divided into 9 regions. Now we
have to determine how should the MPPT controller behave in order to reach the MPP.

At region 1: Power and current decrease at the same time under same irradiation level.
The operating point is at the left side of the MPP. This means we need to increase the duty

ratio.
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At region 2: Power doesn’t change but current decreases. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 3: Power increases and current decreases at the same irradiation level. The
operating point is at the right side of the MPP. This means we need to decrease the duty
ratio.

At region 4. Power decreases and current doesn’t change. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 5: Both power and current don’t change so that the duty ratio shouldn’t be
changed.

At region 6: Power increases and current doesn’t change. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 7: Power decreases and current increases under same irradiation level. The
operating point is at the right side of the MPP. So that the duty ratio should be decreased.

At region 8: Power doesn’t change and current increases. The algorithm can’t
determine the change in irradiation level so that the duty ratio command shouldn’t be
changed.

At region 9: Power and current increase at the same time under same irradiation level.
The operating point is at the left side of the MPP. This means we need to increase the duty
ratio.

Simulation results shown in Figure 66,67 and 68 show us that this tracking algorithm
was not able to track accurately at low irradiation levels. This is because at low irradiation
levels the operating point easily shifts to the short circuit current. However there is no
significant difference in the performance of MPPT by using both symmetrical and

asymmetrical membership functions.
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Figure 68. Detailed view of the output power of PV panel represented in Figure 66 and 67.
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2.1.3.3. P-V Slope and Change of Slope as Inputs

The slope of the PV cell’s P-V curve is defined as;

S(I) — APPV — IPV (i)'VPV (I) — IF’v (I _1)'\/PV (I _1)
AVp, Vay (i) ~Vey (i-2) (29)

AS(i)=S(1)-S(i-1) (30)

The rule database was obtained by making iterations on Figure 69 and the test circuit

shown in Figure 73 was used to perform experiments.

Regiom : 2

Power (W)

0 15 30 45 65 80
Voltage (V)

Figure 69. P-V characteristic of PV cell.

Ad S()

AS(G)

EIENE e

Figure 70. The rule database.
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Figure 71. Fuzzy controller’s input-output surface (with symmetrical
membership functions).
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Figure 72. Fuzzy controller’s input-output surface (with asymmetrical
membership functions).
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As shown in Figure 69, the P-V characteristic curve divided into 3 regions. Now we
have to determine how should the MPPT controller behave in order to reach the MPP.

At region 1: In this region the slope is negative, this means the operating point is at the
right side of the MPP. So that the duty ratio should be increased to reach the MPP. When
S(i) and AS(i) are both NB, this means operating point approaches or leaves the MPP rapidly.
So that the output should be ZE in order to avoid wrong tracking function. When S(i) is NS
and AS(i) is positive, this means that the operating point is approaching the MPP. So that in
order not to increase the duty ratio too much and prevent oscillations the output should be
ZE.

At region 2: In this region S(i) is zero. That means the operating point is near to the
MPP. If AS(i) is NB (duty ratio decreased), the operating point approaches the MPP from
left side rapidly. In order not pass the MPP the output should be PS.

If AS(i) is PB (duty ratio increased), the operating point approaches the MPP from
right side rapidly. In order not pass the MPP the output should be NS.

At region 3: In this region the slope is positive, this means the operating point is at the
left side of the MPP. So that the duty ratio should be decreased to reach the MPP. When S(i)
and AS(i) are both PB, this means operating point approaches or leaves the MPP rapidly. So
that the output should be ZE in order to avoid wrong tracking function. When S(i) is PS and
AS(i) is negative, this means that the operating point is approaching the MPP. So that in
order not to increase the duty ratio too much and prevent oscillations the output should be
ZE.
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3. RESULTS

3.1. Simulation Results Obtained Under Changing Irradiation and Temperature
Levels.

In this section the simulation results that were obtained under changing irradiation and
temperature levels will be examined. Maximum power point tracking performance of the
tracking algorithms that were introduced in previous section will be evaluated respectively.

Simulations were carried out based on the test circuits represented in the previous section.

Table 7. Maximum power values of the PV panel used in the
simulations at different irradiation and temperature levels.

Irradiance Tenifiofature Maximum
Level (C) PV output
(W/m?) Power (W)
1000 25 305,2

400 25 119,8

250 25 73,86

1000 50 281,6
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Figure 77. Operating conditions stated at Table 7.
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The tracking performance will be examined according to the two criteria. These are;

[PM®)d(®)

e Efficiency= 7= =

31
Emax ( )

[ Posx () A (D)

e Settling time: Time elapsed to reach the maximum power value

Efficiency is calculated in Matlab by using “trapz” function as fallows;

»>» Fa=the rated maximum power curve
Tb=the operating power curve
¥x=a.data; %getting walues of a
v=b.data; %getting walues of be
100*trapz (v) /trapz (k) %efficienc formmla
ans =

49,0658

Figure 78. Calculation of efficiency in Matlab.

3.1.1. Simulation Results for Algorithm Change of Power (APpv) and Change of
Voltage (AVpv) as Inputs

The simulation results under operating conditions that were represented in Table 7 are
shown in Figure 79.



Table 8. Tracking performances.

70

Symmetrical MFs were used Asymmetrical MFs were used
Efficiency(%0) 49,0658 87,4189
Region 1 | Region 2 |Region 3| Region 4 |Region 1{Region 2|Region 3| Region 4
Tracked
Maximum 303,8 73,6 87,5 26,7 304,1 73,1 303,4 281,1
Power (W)
Rated
Maximum 305,2 73,86 305,2 281,6 305,2 | 73,86 | 3052 281,6
Power (W)
Tracking 1 g9 5413 | 99,6480 | 28,6697 | 9,4815 | 99,6396 | 98,9710 | 99,4102 | 99,8224
Accuracy (%)
Overall
Tracking 59,3351 99,4608
Accuracy (%)
Settling time
©) 0,198 0,188 0 0 0,199 | 0,182 | 0,255 0,026
350 Region1 ' ! Region 3 ' '
> » e — Region 4
300 == RS ‘-,\\ < >
| ¢ - — § .
,I
250 - | . '
‘
3 '
| '
S 200 L ’
= t |
[ R '
; ]
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100 - " ’ !
.\ (- '-arwf”'-'
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0 0.5 1 1.5 2 2.5 3
time (s)

Figure 79. Simulation results under the operating conditions stated at Table 7.
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3.1.2. Simulation Results for Algorithm Change of Power (APpv) and Change of
Current (Alpv) as Inputs

The simulation results under operating conditions that were represented in Table 7 are
shown in Figure 80.

Table 9. Tracking performances.

Symmetrical MFs were used Asymmetrical MFs were used
Efficiency(%6) 92,338 92,8166
Region 1 | Region 2 [Region 3| Region 4 [Region 1{Region 2|Region 3| Region 4
Tracked
Maximum 296,8 25,4 301,1 281,5 301,4 24,4 303,8 2815
Power (W)
Rated
Maximum 305,2 73,86 305,2 281,6 305,2 73,86 305,2 281,6
Power (W)
Tracking 1 o7 5477 | 34,3894 | 98,6566 | 99,9645 | 98,7549 | 33,0355 | 99,5413 | 99,9645
Accuracy (%)
Overall
Tracking 82,5645 82,8240
Accuracy (%)
Sett"(rg time 0.1 004 | 0077 | 0205 | 0163 | 0072 | 0,097 | 0,089
350 Region I | T !
< - Region 4
300 [~ == ety ~ _1
:1 N -
250
< 200
:
8 150
100
50 |~ = rated maximuu.'n power
——symmetrical MFs were used
asymmetrical MFs were used
o0 1 1 1
0 0.5 1 1.5 2 2.5
time (s)

Figure 80. Simulation results under the operating conditions stated at Table 7.
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3.1.3. Simulation Results for Algorithm P-V Slope and Change of Slope as
Inputs.

The simulation results under operating conditions that were represented in Table 7 are
shown in Figure 81.

Table 10. Tracking performances.

Symmetrical MFs were used Asymmetrical MFs were used
Efficiency(%0) 88,9852 89,4268
Region 1 | Region 2 |Region 3| Region 4 |Region 1|Region 2|Region 3| Region 4
Tracked
Maximum 304,1 73,2 304,1 281,5 304,1 73,8 304,1 281,5
Power (W)
Rated
Maximum 305,2 73,86 305,2 281,6 305,2 73,86 305,2 281,6
Power (W)
Tracking | g9 6396 | 99,1064 | 99,6396 | 99,9645 | 99,6396 | 99,9188 | 99,6396 | 99,9645
Accuracy (%)
Overall
Tracking 99,5875 99,7906
Accuracy (%)
Sett"g ime |\ 9229 | 00247 | 0176 | 0084 | 0226 | 0173 | 0146 | 0,148
350 1 T | T | T
Region 1 Region 3 .
+ * A— Region 4
200 | >
250 -
=200
]
s
8 150 |
100
30 _F‘_ = rated maximum powear
asymmetrical MFs were used
symmetrical MFs were used
o | | | | | |
0 0.5 1 1.5 2 25 3

time (s)

Figure 81. Simulation results under the operating conditions stated at Table 7.
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3.2. Results Obtained Under Unchanging Temperature and Low Irradiation
Levels.

One the most important performance criteria is the tracking performance of the MPPT
system at low irradiation levels. Simulations were carried out 25 °C and 250 W/m?. At these

operating conditions the rated maximum power of the PV panel is 73,86 W.

Table 11. Tracking performances (Algorithm Change of Power (APpv) and
Change of Voltage (AVpv) as Inputs)

Symmetrical MFs |Asymmetrical MFs
were used were used
Efficiency(%b) 87,1041 88,1472
Tracked
Maximum 72,63 73,72
Power (W)
Rated
Maximum 73,86 73,86
Power (W)
Tracking 98,3347 99,8105
Accuracy (%) ’ ’
Settling time 0,433 0,514
(s)
80
Y A 4 —
60 [~
50 -
g
g 40 —
8
30
20
10 —~ = = rated maximum power
asymmetrical MFs were used
—symmetrical MFs were used
0 | | | | |
0 2 4 6 8 10
time (1 0 "*secon ds)

Figure 82. Simulation results (Algorithm Change of Power (APpv) and
Change of Voltage (AVpy) as Inputs)
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Table 12. Tracking performances (Algorithm Change of Power (APpv)
and Change of Current (Alpy) as Inputs)

Symmetrical MFs |Asymmetrical MFs
were used were used
Efficiency(%0) 33,6947 33,6947
Tracked
Maximum 25,2 25,2
Power (W)
Rated
Maximum 73,86 73,86
Power (W)
Tracking 34,1186 34,1186
Accuracy (%) ’ ’
Settling time 0.12 0.12
()
80 T T T T
il
60
50
g
S 40 -
2
30
20 +
10 = rated mazimum power
—symmatricallasymmoetrical MFs were used
o 1 1 1 1 1 _
o 2 4 [ B 10
time [10'1’seconds}

Figure 83. Simulation results (Algorithm Change of Power (APpv) and
Change of Current (Alpv) as Inputs).
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Table 13. Tracking performances (Algorithm P-V Slope and Change of
Slope as Inputs).

Symmetrical MFs |Asymmetrical MFs
were used were used
Efficiency(%6) 85,4127 90,6782
Tracked
Maximum 73,76 73,37
Power (W)
Rated
Maximum 73,86 73,86
Power (W)
Tracking
Accuracy (%) 99,8646 99,3366
Settll(rg time 0,92 0,579

80 T T T

70

60

power(W)
g g

w
=]

20

10 |~ = rated maximum power
asymmetrical MFs were used
symmetrical MFs were used

0 1 L L
0 0.5 1 1.5

time (s)

Figure 84. Simulation results (Algorithm P-V Slope and Change of Slope as Inputs).
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3.3. Results Obtained Under Unchanging Temperature/lrradiation Levels and
Changing Loads.

These simulations were carried out under 1000 W/m? irradiance and 25 ‘C temperature.
In these simulations only asymmetrical membership functions were used. At the beginning

of the simulation the load was 5 ohms and from 7,5th second on load changes to 100 ohms.

Table 14. Tracking Performances

Algorithms
P-V slope and
AP and AV as AP and Al as change of
inputs inputs slope as
inputs
Efficiency(%0) 91,6114 76,6514 89,5991

e ook nable to re-track
the maximum 0,333 u 0,413

. MPP
power point (s)
400 ¢ T T T T T
sy 7J - """ °"=""="
2
@ 200 -
2
g P
100 = = rated maximum power
= operating power
0 | | I | | | L
0 2 4 6 8 10 12 14
100 T T T T T
80 —
g
Z 60
L
T 40
K]
20
0 T T T I I I L
0 2 4 6 8 10 12 14
time (10""*seconds)

Figure 85. Simulation results (Algorithm Change of Power (APpv) and Change of Voltage
(AVpv) as Inputs)
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Figure 86. Simulation results (Algorithm Change of Power (APpv) and Change of Current
(Alpy) as Inputs).
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Figure 87. Simulation results (Algorithm P-V Slope and Change of Slope as Inputs).
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3.4. Simulation Results Obtained when the PV Array Connected to the Grid.

Performance of the proposed MPPT system when PV array connected to the grid was
examined by using the model represented at Figure 88. This model was quoted from [68].
Working principles of voltage/current controllers and phase locked loop (PLL) controllers
used in this study is not going to be mentioned. For more information [68] can be reviewed.

In this model only the algorithm “P-V slope and change of slope as inputs” was used
as MPPT algorithm. Boost converter that was used in [68] is replaced with buck-boost
converter. The connection to the 25 kV grid is made by buck-boost converter and three-
phase three-level voltage source converter (VSC). DC link voltage is regulated to 500 V and
is converted to 260 VV AC via VSC. Capacitor banks were used to filter harmonics. A 100
kVA 260/25 kV three phase transformer was used for coupling.

PV array consists of SPR-305E-WHT-D modules (66 parallel and 5 series connected)
(66*5*305.2 W= 100.7 KW).

Table 15. Module parameters.

Module Parameters (SPR-305E-WHT-D)
Maximum Power (\W) 305,26
Open circuit voltage Vo (V) 64,2
Temperature coefficient of V. (%/deg.C) -0,27269
Cells per module 96
Short-circuit current I (A) 5,96
Current at maximum power point I, (A) 5,58
Voltage at maximum power point Vy, (A) 54,7

Maximum power points of the PV array are;

At 1000 W/m? and 25 °C is 273,5 V and 100,7 kW
At 250 W/m? and 25 C is 265,1 V and 24,4 kW
At 1000 W/m? and 50 C is 250,2 V and 92,9 kW

Until the 0,05th second buck-boost converter and VSC were blocked. During this time
three level inverter works as a rectifier and the capacitors between the terminals of the

converter were charged to 500 V. After that blocking was disabled and DC voltage was
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regulated to 500 V. Under these conditions the tracking efficiency was 95,21% and tracking

accuracy was 99,62 %.
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Figure 88. Simulink model of the grid connected PV system [68].
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4. DISCUSSION

From the simulation results represented at Tables 8-9-10, we can obtain the results
below.

Algorithm Change of Power (APpy) and Change of Voltage (AVpv) as Inputs: This is
a direct and easy method to track the MPP. Under changing irradiation and temperature
levels with the symmetrical membership functions, the tracking efficiency is very low. This
Is because MPPT system was unable to track true MPP during fast environmental changes
and at low irradiation levels. When asymmetrical membership functions were used the
tracking speed and accuracy was increased to desired values and the tracking accuracy was
99,46 %.

Under unchanging irradiation/temperature levels and low irradiance levels, the
tracking accuracy was about 98% when symmetrical MFs were used and about 99% when
asymmetrical MFs were used.

When operating conditions were steady but the load was variable the tracking
efficiency was about 91% with asymmetrical MFs. The settling time was about 0,333
seconds.

The main disadvantage of this method is that; the step size of the fuzzy controlling
output could not be too high because of the oscillations around MPP. This causes a slower

tracking speed.

Algorithm Change of Power (APpv) and Change of Current (Alpv) as Inputs: This is a
direct and easy method to track the MPP but inefficient under changing environmental
conditions and low irradiation levels. Under changing irradiation and temperature levels with
both symmetrical and asymmetrical membership functions, the tracking efficiency is high
under the conditions defined in the simulations. But these results can misguide us because
tracking accuracy was very low. Compared to other methods this method has the fastest
tracking speed. So that using this method is advantageous when irradiation level increasing
or stable.

Under unchanging irradiation/temperature levels and low irradiance levels, the
tracking accuracy was about 34% when both symmetrical and asymmetrical MFs were used.

This is because the MPPT system unable to track the MPP accurately.
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When operating conditions were steady but the load was variable the tracking
efficiency was about 76% with asymmetrical MFs.

The main disadvantage of this method is that; the step size of the fuzzy controlling
output could not be too high because of the oscillations around MPP. This causes a slower
tracking speed. During low irradiation levels the tracking accuracy is very low.

Algorithm P-V Slope and Change of Slope as Inputs: This is a direct and easy method
to track the MPP too and change of slope is used to determine the approaching side to the
MPP. Under changing irradiation and temperature levels with both symmetrical and
asymmetrical membership functions, the tracking efficiency is about 88-89%. When both
symmetrical and asymmetrical membership functions were used the tracking accuracy was
about 99,5 %.

Under unchanging irradiation/temperature levels and low irradiance levels, the
tracking accuracy was about 99,8% when symmetrical MFs were used and about 99,3%
when asymmetrical MFs were used.

When operating conditions were steady but the load was variable the tracking
efficiency was about 89,5% with asymmetrical MFs. The settling time was about 0,413
seconds.

This method was also used at the simulations when PV system was connected to the
grid. During the simulations, the tracking efficiency was about 95%. MPPT system was able
to track accurately and the tracking speed was at the desired level. This method is able to

adapt to the high power applications.



5. CONCLUSION AND SUGGESTIONS

In this study a fuzzy logic based solar MPPT system, that provides the PV generators
to operate at the maximum power point, was designed and different types of membership
functions were used to optimize system’s power generation performance. To achieve the
goal of higher precision and fastest system responses to the changes of irradiation and
temperature levels, different types of membership functions of inputs of fuzzy inference
system were researched and compared with each other. The proposed system was used both
standalone and grid connected PV systems and its disponibility was proved. The control
output that was produced by the fuzzy controller was adaptive. That is, when the operating
point was far away from the maximum power point the step size of the increment of control
signal was bigger and when the operating point was near the maximum power point step
sizes were smaller. By this way maximum power point was reached smoothly and fastly.
And also the fluctuations were decreased to the lower levels.

It was revealed that the system performance at all operating conditions had been
improved by using asymmetrical membership functions in the fuzzy logic controller. When
we use symmetrical membership functions, we assume that all crisp values of the input
variables get their degree of membership value symmetrically. But in practice the situation
of symmetry at the distribution of the degree of memberships is not always possible. So that
in order to improve the tracking accuracy and the tracking speed of the MPPT, we have to
tune the membership functions that are used in the inference system. One of the biggest
problem was that the tracking accuracy at low irradiation levels was lower. This accuracy
was increased by using asymmetrical membership functions. There is one big advance of the
proposed system; the buck-boost converter provides to track maximum point with all load
values.

Different membership function tuning methods have been developed so far. In this
study the tuning process was carried out by trial and error method. Trial and error method is
an empirical method that uses the expert knowledge about the system. Implementation of
this method is easy but it can take long time because of the repeated experiments to get the
best results. From the results of simulations it can be inferred that the system performance

is directly related with the optimization of the membership functions of fuzzy inference
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system. This study also leads to the study of the designing methodology of optimization of
asymmetrical membership functions for better system performance.

In practice partial shading situations of PV panels may occur. In such situations global
maximum power points occurs. The proposed MPPT system would be improved to track

these global maximum power points.
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