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Metagenome is the genomic data obtained from the environment. It may contain 

hundreds or even millions of different species. The current generation sequencing devices 

can produce billions of sequences at once. Applications such as MGC and Orphelia were 

initially used for the detection of the genes within those sequences that have been produced 

by the genetic sequencing devices are now insufficient. Such applications that are not 

equipped to process billions of sequences could take several days for the gene 

identification once the sequence file is divided into small divisions up to 20K sequence. In 

this work, the use of Metagenome Gene Caller (MGC) application for the development of 

metagenome gene detection has been used. The core functions have been prepared for the 

OpenCL and CUDA platforms through the appropriate utilization of the data 

transformations. Furthermore, these core functions were run through the GPU and the 

results are debated accordingly. The entire gene detection method has been reduced from 

several days to a few minutes through data structure simplification. 
 

Key Words: Computational Genomics; Next generation Technology; Bioinformatics; 
Metagenome Gene Caller-MGC; High Performance Computing; MetaGene; Orphelia; 
FragGeneScan; CUDA; OpenCL, Graphic Processor Unit. 

 

  

VII 

 

ANAMASA
Metin Kutusu



VIII 

 

 

Yüksek Lisans Tezi 
 

ÖZET 

 

DNA SEKANSLARINDA GENLERIN CUDA VE OPENCL KULLANILARAK HIZLI 
SAPTANMASI 

 
Shafiei Abdi Suleiman 

 
Karadeniz Teknik Üniversitesi 

Fen Bilimleri Enstitüsü 
Bilgisayar Mühendisliği Anabilim Dalı 

Danışman: Dr. Öğr. Üye. Ibrahim SAVRAN 
2019, 37 Sayfa 

 

Metagenom, ortamdan elde edilen genomik veridir. Yüzlerce, hatta milyonlarca 

farklı tür içerebilir. Mevcut nesil sıralama cihazları bir kerede milyarlarca dizi üretebilir. 

MGC ve Orphelia gibi uygulamalar, başlangıçta, genetik dizilim aygıtları tarafından 

üretilen dizilerdeki genlerin tespiti için kullanılmıştır. Milyarlarca diziyi işlemek için 

donatılmamış bu tür uygulamalar, dizilim dosyası 20K dizisine kadar küçük bölümlere 

bölündüğünde gen tanımlaması için birkaç gün sürebilir. Bu çalışmada, metagenom gen 

saptamasının geliştirilmesinde Metagenom Gen Arayan (MGC) uygulamasının kullanımı 

kullanılmıştır. Temel fonksiyonlar, OpenCL ve CUDA platformları için veri 

dönüşümlerinin uygun şekilde kullanılmasıyla hazırlanmıştır. Ayrıca, bu çekirdek işlevler 

GPU'da çalıştırıldı ve sonuçlar buna göre tartışıldı. Veri yapısı basitleştirmesiyle tüm gen 

saptama yöntemi birkaç günden birkaç dakikaya indirilmiştir. 

 

Anahtar Kelimeler: İşlemsel Genomik; Yeni Nesil Teknoloji; Biyoinformatik; 
Metagenom Gen Arayan-MGC; Yüksek Performanslı Bilgi İşlem; MetaGene; Orphelia; 
FragGeneScan; CUDA; OpenCL, Grafik İşlemci Birimi. 
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1.  INTRODUCTION 

 

Conventional approaches to the isolation and microbe culturing had been 

unsuccessful in the determination of a diverse community of the microbes. Only 1-10 per 

cent of the total microbial species could be cultured [1, 2, 3, 4]. The modern approach 

entails accessing the plethora of genetic information with the specific use of the 

environmental DNA extraction that offers a mean to avoid the limitations associated with 

culture-dependent exploitation of the genetic material.  

Introduction of the pioneer research experimentation conducted by Sanger and 

Coulson till date, sequence analyses have been given utmost importance in congruence 

with molecular biology. Research in the past thirty years has successfully depicted 

numerous studies projecting various genome species with functional and structural 

annotations.  

The technology involving sequencing has significantly progressed since 2007 with 

the invention of the technologies facilitating lowering per-base cost while improving the 

throughput. For instance, the Human Genome Project (HGP) cost more than $3 billion in 

2001 and also requires ten years to complete. However, the in-process revolution 

encapsulating next-generation sequencing (NGS) technologies has promoted to the 

generation of high-throughput short read (HTSR) technique at relatively less costly 

compared to the traditional sequencing technologies. the Next Generation Sequencing 

(NGS) holds the potential to sequence a human-sized genome within a day in less than 

$1000.  

 
Figure 1 : Cost per Genome: the cost of sequencing a human-sized genome(5,6,7) 
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As illustrated in Fig 1., a decrease in the cost of DNA sequencing in the past 10 years 

concerning Moore’s Law. Y-axis represents a logarithmic scale within the graph. Prompt 

and rapid Moore’s Law out-pacing is evident after 2007. Nevertheless, there are several 

challenges linked to designing a computational solution to analyze the NGS data due to the 

following reasons: 

1. Large Sequence Data: Increasing rate of the cultivation of biological sequences with 

the use of NGS technology has promoted in the intense growth of publicly easy 

accessible sequence data sets. Processing a large number of data tends to increase 

run-time requirements and consumes excessive memory. 

2. Computational Requirements: Sequence analysis is many times computationally 

complex based on the different issues. Polynomial solutions require large memory as 

well as a massive run-time for storing and running large sequences of data. For 

instance, Alignment represents a computational relationship between two strings. 

With the use of dynamic programming, O(l2) time is required as the for the 

computation of the optimal alignment and O(Ll) space. Here, l denotes the string 

length (l = |s1| = |s2|). Nevertheless, resolving multiple programming programs for 

dynamic sequence alignments promptly is often intractable.   −𝑂(�𝑛2� ×  𝑖2) 

1.1.  Thesis Goal 

This thesis is interested in examining the acceleration of gene identification in DNA 

sequences with OpenCL and CUDA. This thesis will specifically compare the two 

techniques, and analyze the results obtained based on factors such as accuracy, specificity, 

and sensitivity. Both OpenCL and CUDA are platforms through which Graphics 

Processing Units (GPUs) can be programmed. CUDA only works on NVIDIA GPUs while 

OpenCL works with various processors such as Digital Signal Processors, GPUs, CPUs, 

and others. This thesis assumes that the CUDA platform will be much more accurate than 

the OpenCL platform, that a particular platform will have better features and will make a 

little compromise to overcome the open platform.  

The thesis is organized as follows. In Section 1. Introduction, In Section 2, 

Background, Biology overview, DNS Sequences, Whole-genome shotgun sequences, 

Hierarchal sequences, Next Generation methods, Gene prediction methods, MetaGene, 

2 

 

ANAMASA
Metin Kutusu



3 

 

Orphelia, FregGensscan, MGC, MGC Algorithms, High performance computing, GPU 

Architecture, Streaming Multiprocessor, GPU Memory model, GPU Programming, 

CUDA, CUDA Matrix Addition Example, OpenCL, is discussed. In Section 3, Gene 

Determination in DNA sequence methods is presented. Gene extraction Algorithm from 

Metagenome is discussed in Section 4, in Section 5 Results discussion are presented. In 

Section 6, future work is presented. 
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2. BACKGROUND 

 

2.1. Biology 

 

  A cell is an essential unit of life that is often regarded as the “building block of 

life”. Every living entity comprises of single or multiple cells. All cells perform different 

functions, are different in shapes and sizes. On the contrary, all cells comprise of some 

similar traits. Every living cell includes a cytoplasm that is enclosed within a membrane. 

The membrane acts as a boundary separating the interior of the cell with the exterior while 

also serving as a filter to promote the movement of certain molecules in and out of the 

cells. Nutrients acquired from the environment helps the cell to grow and enable in the 

creation of other molecules while also facilitating the interaction with other existential 

molecules [9]. Cells are also capable to reproduce once they constitute enough components 

within the original cell to replicate and produce duplicate offspring.  

Different cellular processes are promoted by the proteins found within the cells. 

Proteins comprise of long amino acid chains that are linked through peptide bonds to create 

polypeptides. Folding of the polypeptides by force within the atoms helps in the creation of 

protein. Accurate protein form is critical to the functional ability [10]. Different functions 

of the proteins include breaking down fats, carbohydrates, and other protein molecules, 

fighting foreign bodies such as bacteria and viruses, and promoting a chemical reaction 

(where a protein is known as an enzyme) [11]. Enzymes serve as a facilitator to the 

reagents by lowering the energy of activation for the reaction to enhance its reaction speed. 

However, during the chemical reaction, enzymes are not consumed and hence are only 

utilized for catalyzing the reactions [12, 13].  

It is also evident that proteins are essential in the sustenance of the cell. All the 

information that is required for the creation of the protein is stored within the 

deoxyribonucleic acid [DNA]. DNA is used for translating the new proteins through the 

process named as genetic expression. Also, DNA helps the cell in reproduction through 

replication. Gene is defined as a component of the DNA that encodes genetic information. 

Every DNA molecule comprises of 2 strands or long nucleotide chains that are intertwined 

to form a double helix. Every nucleotide further constitutes a deoxyribose sugar that forms 

the nucleobase in addition to a phosphate group [14]. There are four nucleobases which are 
4 
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Adenine [A], Cytocise [C, Guanine [G], and Thymine [T]. Even though one base in a 

single strand bond with the opposing bases found in the other strand, A only bonds with T 

while C bonds with G.  

A schematic overview illustrating the DNA components is found in Fig 2.1 while Fig 

2.3 demonstrates a chemical structure of different molecules and its integration within a 

new nucleotide. Every DNA strand has two ends: a 3’-end and a 5’-end (called as 5-

primer). 5-primer is responsible for binding with the phosphate group while the 3-primer 

bonds with a sugar base. This structure is the backbone of the DNA with phosphate groups 

and altering sugar pairs. Both strands are anti-parallel meaning that one 5-primer is linked 

to 3-primer. The strand orientation is regarded as Significant which indicates that the 

translation and the replication could only be preceded with a 5’ 3' direction. The replication 

of DNA is shown in Fig 2.2. 

 

 
Figure  2.  Structure of DNA, source: [15] 
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Figure 3. DNA replication, note that the lagging strand is copied in 

multiple pieces , Source (16) 

 

Strands within the DNA are split during the replication phase enabling the 

nucleotides to be read. DNA strands are prevented by the single-stranded binding (SSB) 

from binding with each other (annealing). Different RNA primers are also introduced 

within the DNA strands where one RNA primer is added within the leading strand while 

many others are added within the lagging strand. Enzyme DNA polymerase initiates to 

build from these primers. With only one RNA primer, the leading strand is produced in one 

go however multiple primers within the lagging strands produces several pieces along with 

the primers. These pieces are regarded as Okazaki fragments [17]. Ligase is responsible for 

stitching different fragments of the DNA together after RNA (Ribonuclease) eliminates the 

primers.  
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Figure 4. Molecules involved in DNA replication, source [18] 

 

DNA produces new proteins with the help of messenger RNA (mRNA) that is 

similar to the structure of DNA however it comprises of one strand only. In addition, 

Thymine base within the RNA is replaced by Uracil (U) and the sugar present within RNA 

is ribose rather than deoxyribose. Three bases are paired together (commonly known as 

codon) that helps in DNA reading. Every codon represents an amino acid. However, as 

there are 20 different kinds of amino acids hence 43 = 64 make deferent codons while 

multiple codons are assigned to the similar amino acid. Furthermore, codons have special 

attributes like start (ATG) while (TAG, TAA, TGA ) as to stop [19].  

As soon as the RNA polymerase enzyme correctly binds to the DNA with the 

assistance of promotor, it is the indication of the starting of the gene. The strand of mRNA 

is looking like the coding strand (sense) of the DNA whereas another strand of DNA is 

identified as the template (antisense) strand. A transcription bubble is generated by the 

RNA polymerase that is a small part of the separated DNA that allows the RNA 

polymerase to gain access of the bases within the coding strand. This specific DNA strand 

is isolated from the template strand thereby promoting the other strands of DNA to align 
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back together. Hence, the mRNA strand now resembles the coding strand of DNA except 

the T  (thymine )base is replaced by U (uracil).  

The strand of mRNA is translated as a protein through the ribosome, which is a very 

complicated molecule comprising of different ribosomal RNA molecules along with a 

dozen of proteins [20]. Binding of the ribosome takes place at the start of the mRNA 

strand. Transfer RNA (tRNA) is responsible for the interpretation of the mRNA codons. 

For this, tRNA first attaches to the AUG which is a start codon and is always conducted by 

the methionine amino acid. Ribosomes then keep on searching for other tRNA molecules 

that rightly fit mRNA codons and adds the amino acids to continue the growth of the chain 

while producing the protein. The molecules within the tRNA are not consumed and hence 

could be reused after picking new amino acids. UAG, UAA, and UGA (stop codons) do 

not fit any tRNA molecules therefore rather than binding to tRNA, another group of 

protein known as ‘release factors’ is bound with the mRNA for the ribosomes to release 

the proteins [21]. Degradation of the used mRNA occurs once they are consumed [22].  

Protein comprises of the amino acid chain which is connected by peptide linkages 

and is known as the primary structure [23]. Since many of the amino acids are non-polar 

hence they have no electrical charge. As opposed other amino acids either contain a 

negative or positive charge or no charge yet they contains a dipole so they are known as 

polar. Hydrogen bonds are formed from the polar amino acids [24] that help in the 

formation of ionic bonds from the charged amino acids [25]. Weaker Van der Waal bonds 

are formed by the hydrophobic amino acids. Furthermore, as a large number of bonds are 

non-covalent therefore there is no sharing of the electrons [25]. Only one covalent bond 

could be formed by Cysteine [23].  

Folding patterns takes place due to bonding in different parts of the proteins. Two 

types of patterns are commonly formed which include the alpha (α) and the beta (β) helices 

(See Fig 2.4). These folding patterns constitute the secondary protein structure. Interaction 

between the patterns due to the presence of Van der Waal forces leads to the formation of 

the tertiary protein structure. Lastly, a protein comprising of multiple subunits or chains is 

known as a quaternary structure [23].  

Partial folding within the protein enables in the interaction with different molecules 

within the cell leading to improper folding. Such misfolding in the protein could also 

combine and with other molecules to form large aggregates. To avoid this, chaperone 

proteins protect the proteins throughout the folding process. Chaperone proteins are many 
8 
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times heat shock proteins as heat reduces the stability of the proteins. The cells generate 

more heat shock proteins once they are exposed to high temperatures [26].  

 

 

2.2. DNA Sequencıng Methods 

 

Determination of the accurate order of the molecules within a DNA/RNA molecule 

is called sequencing. Sanger and Coulson [27] proposed a “plus and minus” method in 

1975 for DNA molecule sequencing. A similar method was proposed by Sanger et al. in 

1977 which was known as the “chain termination method” [28]. Presently, the majority of 

the sequencing techniques follow the chain termination method. With the inception of this 

method, increased throughput within the technological advancement has taken place to 

decrease the per base costing.  

Currently, DNA sequencing techniques can sequence almost 100-1000bp nucleotides 

with a >98 per cent accuracy level. On the other hand, DNA and RNA are much larger 

genetic molecules comprising of few 10s of 1000s to 10s to millions nucleotide and one 

protein containing more than hundred chains of amino acids. Phase strategy is the most 

commonly used technique for assembling the target molecule. This consists of (1) 

sequence of randomly selected “fragments” from different molecule copies and (2) 

substantially depending on different computational methods for assembling the targeted 

molecule’s sequence. I have offered a summarized overview of the multiple sequencing 

techniques as well as different sequences types which are retrieved from specialized 

methods and have been discussed in the following section.  

 

2.2.1. Sequencing Through Whole Genome Shotgun (WGS)  

 

WGS is the approach which is implied for sequencing a complete genome. Initially, 

this technology was applied for sequencing the bacteriophage genome [29]. However, as 

the “chain termination process” could only be utilized for DNA sequences consisting of 

relatively shorter sequences (100-1000bp), therefore WGS technique is used as a large 

chunk strategy that samples random different locations within a target genome to extract 

short sequences (~5000bp). Furthermore, such sequences are then cloned within the 
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bacterial vector colonies (BAC) to be sequenced from both sides. Resultant sequences 

consist of 500-1000bp in length and are known as shotgun fragments.  

Within WGS sequencing, reads for multiple overlapping in the targeted genome are 

gained by conducting different rounds of the similar processes, like each targeted base of 

the genome is expected to be covered by a predefined number of fragments. This number is 

commonly known as the “sequencing coverage” and is represented by “X”. The total 

number of sequence that is fragmented via WGS project is determined by the target 

genome length as well as the desired coverage of the sequence. For instance, 10X coverage 

of genome comprising of 1 billion base pairs would lead in the production of 14 million 

fragments with an average length of the sequence assumed to be 700bp. As WGS process 

is randomized, it is difficult to ensure that all the bases would be covered by one or more 

fragments. In general, and real-life practice, many of the genome stretches are often 

uncovered within the sequencing and every uncovered stretch is known as a “sequencing 

gap” Even though the specification of the high coverage reduces the gap frequency, yet this 

phenomenon leads to increased sequencing cost.  

WGS sequencing is cheaper as compared to other sequencing techniques involving 

HGP [30, 31, 32]. 

 

2.2.2. Hierarchical Sequencing  

 

Within this specific approach, breakdown of the genome occurs into clones 

consisting of 150-200Kbp that is known as “Bacterial Artificial Chromosome” (BAC). 

Collection of multiple BACs offers a minimum tiling pathway based on locations that help 

in determining the genome. Every selected BAC is separately sequenced with the use of a 

shotgun approach that helps in the creation of multiple short shotgun fragments ranging in 

between 500-1000bp. This technique is also known as the “clone-by-clone” sequencing 

due to the presence of the hierarchical strategy. Even though this technique is costly as 

compared to WGS, it offers additional data to help in the accurate fragment analysis. 

Different colonies like Fosmids and Yeast Artificial Chromosomes are also included in the 

hierarchical methods. This method is in the process to sequence multiple complicated 

eukaryotic genomes found within humans [Consortium (2001)] and maize [NSF (2005)].  

 

 
10 

 

ANAMASA
Metin Kutusu



11 

 

2.2.3. Next Generation Technique 

 

The need for a lower sequencing cost has led to the innovation of high-throughput 

techniques to parallelize the process leading to concurrent sequencing of thousands of 

genomes. More than one million sequencing processes could be run in parallel in ultra-

high-throughput sequencing [33, 34].  

NGS technology has been summarized in Table 2.1. Specifications of the NGS 

technique including Ion/Solid Torrent PGM from Life Sciences, GS FLX Titanium by 

Roche, and MiSeq and HiSeq by Illumina are discussed. Also, important attributes of the 

computing approaches are discussed within the table concerning next-generation 

sequencing. Nonetheless, the initial cost of the equipment has not been mentioned within 

the table. For instance, Pacific Bio sequencers and Illumina are more costly than the Ion 

sequencer [35].  

 

Table 1. Comparison of next-generation Sequencing Methods 

Method 

name 

Read 

Length 

Accur

acy 

Read/

run 

Time/

run 

Cost/Mbp 

Single-

molecule 

sequencing 

Pacific Bio 

5500 - 

8500bp 

99.9

% 
400Mbp 30-120m <$1 

Ion Torrent 

sequencing 

Ion 

semiconductor 

<400bp 98% 80Mbp 
 

120m 
$1 

Pyrosequencing 

454 
700bp 

99.9

% 
1Mbp 24h $10 

Sequencing 

by synthesis 

Illumina 

50-300bp 98% 3Bbp 
 

1-10d 
5-15¢ 

Sequencing 

by ligation 50+50bp 
99.9

% 
1.4Bbp 1-2w 

 

15¢ 
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SOLiD 

sequencing 

Chain 

termination 

Sanger 

sequencing 

400-

900bp 

99.9

% 

 

- 
3h >$2000 

 

 

2.2. Gene Prediction Methods  

 

Shotgun sequence resulting from full genome sequencing is derived from a single 

clone that enables the annotation and assembling of the genome highly manageable in the 

cultural microbes. Uncultured genomes are directly taken from the environment for the 

sampling in the metagenomics.  

Next-generation sequencing (NGS) in metagenomics leads to the production of a 

high number of data as compared to traditional sequencing. Conversely, resultant 

sequences are both partial and noisy, and more importantly, derived from thousands of 

multiple species. Hence, the annotation and the assembling of huge metagenomics 

information are linked to additional complexities. Different techniques have demonstrated 

promising outcomes with improved efficiencies in terms of assembling of the 

metagenomics data [36, 37]. Conversely, such techniques are usually designed for the 

production of single genomes. However, they do not work in close collaboration in 

situations when multiple species are present as shown in the environmental samples. One 

method is to deal with such complexities is to overcome the assembly and directly proceed 

to the finding genes.  

New techniques are currently being implemented for the prediction of the genes 

within the metagenomics. Some of the new methods include MetaGene [38], Orphelia [39] 

and FragGeneScan [40. 

 

2.3.1. MetaGene  

 

MetaGene Utilizes the same approach as GeneMArk. hmm [41] that considers the 

GC-content sensitive dicodon and monocodon approaches that are computed completely 
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from the annotated genomes. As soon as MetaGene can extract all of the possible open 

reading frames (ORFs) within the fragments, it makes use of the statistical tools computed 

from completely annotated genomes to score the fragments.  

The next stage carries out a dynamic programming algorithm which mixes the 

previous score with the length of the ORF, distance present within the ORF and its 

immediate neighbour as well as the distance found within the translation initiation start 

(TIS) and the left-most start codon. The dynamic programming algorithm aims to finalise 

the specific ORF sets while resolving the overlapping found within ORFs. The scoring 

criteria comprise of the log-odds ratios of the observed frequency within coding ORFs and 

the random ORFs. MetaGene uses two models; a specific model for archaea and the other 

one for bacteria. These models are selected automatically based on the results of the pre-

defined classification of the domain technique during the process of classification. 

Randomly sampled fragments ranging in between 700bp attained from 12 annotated 

complete genomes are tested against MetaGene. The outcomes depict the capability of the 

MetaGene in terms of predicting the genes that have lower specificity and high sensitivity. 

 

2.3.2. Orphelia  

 

Orphelia offers better performance than MetaGene by making use of a two-stage 

machine learning technique. The first stage helps in building linear discriminants for the 

usage of the dicodon and monocode in addition to the TIS characteristics which are 

directly obtained from ORFs. During this stage, characteristics are extracted linearly from 

high-dimensional characteristics attained from the TIS data and codon usage, thereby 

decreasing the usage of every single characteristic. The next stage merges the 

characteristics attained from the length, GC content, and the linear discriminants through 

the use of a non-linear neural network that generates the possibility that the provided ORF 

can encode the protein. Lastly, Orphelia exhibits a post-processing algorithm that makes 

use of the probabilities from as the scoring technique to resolve the issues involving 

overlapping. Orphelia is also evaluated on the same principles as MetaGene yet many 

extensive instruments and experimentation have been carried out to analyze the impact of 

contrasting lengths of the fragments, program accuracy in terms of predicting the TIS and 

incomplete vs. complete prediction program ability.  
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2.3.3. FragGeneScan 

 

Based on HMM (Hidden Markov Model), FragGeneScan is a type of algorithm that 

is capable to predict genes within metagenomics fragments and also incomplete genome 

[40]. This algorithm combines the sequence patterns used for start/stop codon, codon 

usage, and the error sequencing models utilizing HMMs. To select the most favourable 

path for hidden states, the Viterbi algorithm is utilised to create the observed nucleotide 

fragment. While comparing the accuracy of FragGeneScan against MetaGene for short 

reads, the comparable performance of both were achieved with no errors in sequence for 

simulated 700bp reads [40]. As opposed, for reads containing sequencing errors and short 

read, FragGeneScan demonstrated relatively better accuracy than MetaGene [40]. Then, 

Thomas K. Peuker in 1973 published the first description of TIN in 3D. He suggested a 

new method that decreases space and time (Peuker, 1969). 

 

2.4. MGC: Metagenomic Gene Caller 

 

On the basis of the two-stage machine learning technique, MGC [42] is similar to 

Orphelia program [39]. Models involving machine learning segregation learned from a 

disjoint set of partitions of a specific dataset performs more accurately than a single model 

which is gained from a complete dataset (Chan & Stolfo [43].  

Separate models are learned by MGC for multiple pre-defined ranges of GC in 

comparison to the single model technique implied by Orphelia and apply the adequate 

model for every fragment on the basis of the GC content. Separation of the training 

information in MGC offered by GC-content ensures in the production of mutually 

exclusive data partitions that are required for training multiple models [42].  

Partition is implied in the MGC method through GC-content for the training dataset. 

The relationship between the composition of the amino acid and the nucleotide bias-

motivated in the utilisation of GC-content. Nucleotide bias has a drastic yet compelling 

influence on the composition of amino acid within the encoded protein (Singer & Hickey 

[44]. This impact is not only verified within entire genomes but is also relevant for 

individual genes/ Use of GC-content guarantees the separation within the model for 

different composition is regarded rather than collectively putting them in a single model 

[42].  
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GC-content has an impact on the usage of the codon that subsequently impacts the 

usage of amino acid. It was analysed that the utilisation of the GC-rich encoded amino acid 

codon enhanced by 1 per cent (approx.) for every 10 per cent rise in the GC-content 

genome (Lightfield et al.). In addition, this situation was also factual for the GC-poor 

codons. Separation of the GC-content into multiple ranges of GC could guarantee that 

multiple linear discriminants would be separated from the amino acid usage and codon in a 

highly précised manner [45].  

 

2.4.1. MGC Algorithm 

 

MCG, similar to Orphelia, is a two-step machine learning technique [39, 42]. The 

foremost step comprises of the linear discriminants which are utilised for compacting high 

dimensional characteristics space into small ones.  

On the basis of the GC-content ranges, multiple linear determinants were provided 

with the training. Initially, the training information was segregated into different GC 

ranges that were defined to ensure that the training sequences within these ranges were 

similar. For instance, a GC spectrum was divided into ranges and every partition 

comprised of 10 per cent of the sequences of the training information (El Allali & Rose 

[42]. Later, the information acquired from every range was used to generate all the 

essential discriminants for computing the characteristic. The initial phase of MGC (See Fig 

6) has demonstrated the linear determinant phase of the MGC for a specific GC range and 

has also illustrated all of the nine characteristics utilised in the 2nd phase of the MGC 

algorithm [109]. Fig. 5 has also represented the multiple ORF locations within a fragment. 
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Figure 5. The possible ORF positions within the forward strand of a fragment. The 

fragment is depicted by the outside box and gray bars represent possible ORFs. 
Candidate translation initiation sites are represented by green pentagons and 
red squares indicate stop codons (Obtained from El Allali and Rose (42) 

 
All of the possible incomplete and complete ORFs are extracted as soon as all the 

models are trained from the testing set similar to the process conducted during the training 

phase [109]. An equivalent neural network model (NN) is utilised for scoring ORF on the 

basis of the GC-content of the fragment. The resultant of the NN determines the estimation 

of the posterior possibility highlighting the coding of the ORF. In the second step (Refer to 

Fig. 6.2), the NN model is presented. Overlapping of the ORFs is resolved once all the 

hypothetical ORFs are scored. In a similar manner, Orphelia also uses a similar greedy 

algorithm to estimate the overlapping in between all the potential ORF candidates with a 

probability ratio higher than 0.5. Provided that the list of candidate for a specific fragment 

comprising of all ORFs with Probability more than 0.5, Algorithm 6 has discussed the 

selection scheme which is utilised for the creation of the final gene list [109]. Highest 

allowed overlapping (omax = 60bp) that is the minimal length of the gene selected for the 

prediction 
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Table 2. The final candidate Selection Algorithm [42] 

1: while L ≠ Ø do 

2: Find imax argmaxiPi, ∀i ∈L  

3: Move ORF imax from L to ł 

4: Remove all the ORFs in L that overlap with ORF imax By more than omax 

5: end while 

 

 
Figure 6: MGC’s scoring scheme: The first steps computes six features from the ORF 

based on the corresponding linear discriminant and two additional features 
are computed directly from the ORF. The last feature is derived from 
directly the fragment. The neural network model from the corresponding 
GC-range is used to combine features from the previous step in order to 
compute a final gene probability. (Obtained from El Allali and Rose [42] 
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2.5.  High-Performance Computing 

 

One of the major challenges that designers of integrated circuits face is energy 

consumption. İt is not only demanding to provide power to the chip, but also there is a 

possibility of the power-driven heat causing major malfunctions. Attaining maximum 

density for scaling of the chips is eventually restricted by the system inability to cool down 

the circuit. Consequently, designing of the microprocessors within the semiconductor 

industry is projected on 2 trajectories. The many-core technique has offered more attention 

for executing the throughput required for corresponding applications. As opposed, the idea 

of the multi-core sustains the execution speed of the sequential programs when utilizing 

multiple cores. Many-core architecture is divided into a huge number of small cores. For 

instance, each cored within the NVIDIA GPUs is identified as heavily multi-threaded, in-

order, single-instruction issue processor which shares a similar cache with CUDA since it 

is the GPU programming environment of GPU of NVIDIA.  

The programming model of CUDA contains of the host as well as the device 

attributes. A highly specified device function which is known as Kernel function operates 

on GPUs to improve the computationally difficult and highly parallel procedures.  

In conventional software applications, a large number of program segments chiefly 

include a huge amount of parallelism data, a property which promotes multiple arithmetic 

operations to be performed safely on different data structure programs simultaneously.  

Since the recent GPUs are based on the single-instruction multiple data (SIMD) 

approach  

 

2.5.1. Architecture of GPU 

 

2.5.1.1.  Streaming Multiprocessor 

 

New streaming multiprocessor (SMX) by NVIDIA has proposed numerous 

architectural innovations. A single SMX comprises of 192 single-precision CUDA cores, 

32 special function units (SFU), 64 double-precision units, and 32 store/load units. The 

count within the SMX ranges from 7 to 15 based on different chipsets.  

Multiple cores of CPU are launched to work by the Hyper-Q within a single GPU 

that radically improves the percentage of the temporal occupancy upon the GPU. GPU’s 
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total number of connection with the host is also improved by the Hyper-Q that promotes 32 

simultaneous processes.  

GPU is enabled by the GPU Director which is a capability that allows GPUs within a 

single computer or different nodes in a network to exchange the data directly without the 

assistance of an external memory system. Access to memory from different GPUs is 

promoted by RMDA feature present in GPU Direct which gives access to third-party 

devices within numerous GPUs found in a single system to predominantly reduce the MPI 

send latency while receiving messages from/to GPU memory. The demand is also 

decreased upon the system memory bandwidth thereby freeing the GPU DMU-engines to 

be utilized by other tasks perform by CUDA.  

 

2.5.1.2. Memory Model of GPU 

 

There is slight variation within the GPU memory model as compared to previous 

versions. There is an additional cache memory that is denoted for read-only data. 

 
Figure 7. Memory hierarchy of a GPU thread (8) 
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2.6. Programming of GPU 

 

2.6.1.CUDA 

 

Compute Unified Device Architecture (CUDA) is defined as a parallel computing 

architecture that is produced by NVIDIA and initially available in 2007 [18]. The code of 

CUDA is executed on the device (GPU) or on the host (CPU). The code of CUDA on the 

host is dedicated for the initialization of the GPU, transferring data from/to GPU, and 

calling kernels (functions) within the GPU.  

 
 

 
 

Figure 8. Overview of CUDA drivers, libraries, and kernels. 

 
There are two forms of CUDA host code: CUDA Driver API and the C-for-CUDA. 

CUDA Driver API is regarded as a lower level CUDA version that is handle-based. On the 

other hand, C-for-CUDA is more like a C-programming language that enables to write 

programs for device controlling. Although, many objects are referenced through handles 

which could be passed to different functions for manipulating the objects in CUDA. 

However, for this project, C-for-CUDA was used. The kernel code of CUBA was 

assembled by NVIDIA’s NVCC (NVIDIA Compiler for CUDA) into different cubin 

object code which was then transferred to the targeted GPU for final execution. The 
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functions of the Kernel were identified by the host code through the standard C-

convention.  

 

 
2.6.2. CUDA Matrix Addition Example 

 
The following example has been discussed to demonstrate the comparison of a 

parallelised GPU-enabled program and the programming styles depicted by a tradition C-

program. The example has also analysed the calculation highlighting the sum of both the 

matrices. 

A code segment to be executed upon the PC written in C is illustrated in Fig 3.6a. 

The C-for-CUDA code which is also going to be executed on the PC is shown in Fig 3.6b. 

Calls are made by C-for-CUDA to GPU in order to execute a kernel that enables the 

calculations of the matrix (see Fig. 3.6c). The tradition code of C (Fig.3.6a) comprises of a 

nested for next loop restating single index at one time to estimate the sum of the matrix. 

Fig. 3.6b demonstrates the C-for-CUDA code which is running on the PC (host). This 

produces a matrix in addition to the GPU estimation by making a call to Kernel (Fig. 3.6c). 

A thread block of 16x16 dimensions is analysed that contains 256 threads. Keeping in 

mind that there is a limitation of 512 threads for every thread-block, one thread per matrix 

is mapped. A grid is also introduced to cover the MxN matrix estimation span within the 

thread-blocks (Fig. 3.7). All 16 multiprocessors in the GPU task are executed for the 

thread-blocks within the grid to enable the addition of the matrix 
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Figure 9. Programming sample of the matrix operation (C=A+B). (a) sample nested loop 
algorithm done in C.(b) The same matrix operation implemented in C-for-
CUDA which launches (c) the kernel code on the GPU. 

 
It is not unlikely to discover some overlapping in the thread-blocks which has been 

established to cover the MxN matrix of the estimation span. This is generally true when the 

size of the thread-block is fixed for compilation time yet the matrix dimensions are only 

specified during the run time and hence are user-defined. Fig 3.6c shows a conditional 

statement enlisted within the CUDA kernel to ensure that the thread-blocks which straddle 

the execution matrix bounds are only responsible for executing a single threads which fall 

within the calculation space. This restricts the kernel to MÅ~N dimension for every matrix 
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hence every matrix dimension is arbitrary and confined by the number of global memory 

present on the GPU.  

 
 

 
 

Figure 10. Grid layout of an example of a CUDA implemented access method to 
an M×N matrix using multiple thread-blocks. 

Every code on the kernel within every thread is executed as follows. When 

multiprocessor executes a kernel, thread-block co-ordinates within the grid and the thread 

co-ordinates found in the thread-block goes through every active thread. As illustrated in 

Fig. 3.6c and 3.7, 'blockIdx.x' and 'blockIdx.y' represents the grid co-ordinate for a single 

thread-block. 'threadIdx.y' and 'threadIdx.x denotes the thread co-ordinates. Every active 

thread utilises only these coordinates to estimate the location within the computation space 
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where the thread is needed to be executed in the kernel code. Based on the location, every 

thread is given a task related to accessing a specified area within the global memory and 

replicates a 16x16 patch of matrics (A & B) to the shared memory of the multiprocessor. 

The matrix sum of the 16x16 patch within the shared memory has then computed the 

thread. The outcomes of the patch are stored on global memory. After all threads within 

the thread-block have been executed, the next set of the grid is provided to the 

multiprocessor and thread co-ordinates in response to the next available thread-block 

within the grid. 

 

2.6.3. OpenCL 

 

OpenCL is a framework that writes the program for executing the operating system 

and heterogeneous platforms. The chief element of OpenCL is its open standard language 

used for parallel programming of the processors which is available in PCs, 

embedded/handheld devices, servers, and GPUs. Apple originally developed OpenCL 

however it is currently operated by Khronos Group [48] with the involvement of different 

industry top-leading organisations and institutions. This also includes AMD and NVIDIA 

which are two of the topmost manufacturers of GPU. Khronos Group is in close 

collaboration with many too hardware manufacturing companies including Intel, Motorola, 

Apple, and Toshiba to align their hardware products or contribute their expert opinion in 

the growth of the open standard [49]. OpenCL GPU code is almost similar to the code 

written within the CUDA-Driver-API.  

Also, there is a virtual similarity in the kernel code syntax [49]. OpenCL and CUDA 

have high control and power over the GPU hardware.  

. 
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3.  DETERMINATION OF GENE IN DNA SEQUENCES 

 
 

As shown in the experimental results presented in the MGC study, individual 

learning models for many predefined GC regions instead of a single model approach 

improve the performance of the neural network. The addition of amino acid utilization 

properties has also been observed to increase the ability to correctly classify the MGC 

method. MGC algorithm The gene detection approach clustering data according to GC 

content offers a new perspective on the problem for other artificial intelligence based gene 

detection algorithms. 

   A microorganism culture can be mapped and linked to the organism by sequencing 

technique. However, metagenomics tries to blend the genetic information of 

microorganisms taken directly from their habitats without being cultured. 

    New generation (high volume) sequencing technologies can read sequences that 

are many times more than conventional sequencers. However, in high-volume sequence 

data obtained in metagenome sequencing, the reading error rate is quite high and the 

sequence reads are shorter. 

However, sequences from a metagenome are noisy, partial, and more importantly, 

from thousands of different organisms. Although some studies have been successful in 

mapping gene cultures of cultured micro-organisms [50,51], considering these difficulties 

in metagenomics, researchers have aimed at identifying the genes present in the 

metagenome separately rather than making gene maps. 

Several methods have been developed using different methods to identify genes in 

the metagenomics field. The newly developed methods are MGC [42], GeneMark.hmm 

[53], MetaGene [38], Orphelia [39], FragGeneScan [40]. 

MetaGene derives monocodon and dicodon discriminants derived from genes with 

specific GC content similar to the method of GeneMark.hmm. After extracting all possible 

“open reading frames” (ORF) from MetaGene, the score of each ORF in the sequences is 

statistically calculated. In the next step, using the dynamic programming technique, 

secondary parameters such as ORF length and distance between ORFs are combined with 

the previous score. By examining the overlaps of ORFs in this way, the strongest among 

the ORFs are identified. MetaGene uses two models for bacteria and archaeobacteria. 
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Orphelia performs better than MetaGene by using a two-stage machine learning 

approach. In the first step, the TIS properties of the ORFs as well as the linear 

disimerimants derived from monocodons and dicodons are calculated. 

 

 
 

Figure 11.Determining possible ORF locations by scanning the sequences further 
(Source: Allali and Rose's MGC study [39]). 

 
 

In the next step, Ophelia processes the data obtained in the first phase using a 

nonlinear artificial neural network to produce an estimated value to determine whether 

each ORF encodes protein. 

FragGeneScan is an algorithm for gene extraction using hidden Markov models 

(HMM) [7]. This can detect both genes in all genomes and genes in metagenome 

fragments. Algorithm Using codon using HMM models the sequence order sequencing 

errors of start / end codons. The Viterbi algorithm processes the hidden states in the HMM 

according to the given nucleotide sequence and calculates the best path. 
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4.  GENE EXTRACTİON ALGORİTHM FROM METAGENOME 

 

The MGC algorithm, like Orphelia, identifies genes in metagenome sequences using a two-

stage machine learning approach [39]. 

    While Orphelia creates a single model taking into account all GC-content, MGC takes 

each GC-content as a model independent of the other, by breaking the GC-content into 

specific ranges. The development of the MGC was inspired by the work of Chan and 

Stolfo [43]. In this approach, dozens of artificial neural networks should be learned. 

When we examine the application of MGC, we see that different artificial neural networks 

are used for each model instead of a simple artificial neural network with multiple outputs. 

Also, since there is an artificial neural network specific to MATLAB, each neuron has a as 

bias ’value. 

 

 

 
 

Figure 12. Operations are longer in Artificial neural networks (ANNS) with 
bias values 

 

Figure 11 shows the gray marked regions of the candidate ORFs. The ORF start and 

end points are indicated by pentagons and red squares, respectively. 
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All possible ORFs in the data set are determined by linear scanning. Two different 

species of ORF were obtained. ORFs of the first type are referred to as whole because they 

have both the start codon (ATG, CTG, GTG or TTG) and the stop codon (TAG, TGA or 

TAA). 

The set of fragment ORFs does not have either or both of the start or end codons. 

The reason for generating the fragment ORF cluster is because the gene is assumed to have 

its continuation in the other sequence. Allali and Rose take into account the ORFs of 60bp 

and longer in the fragmented ORF cluster in MGC application. 

 
 

Figure 13. Deviation values can be simplified. A vector can be produced by 
multiplying the input matrix and output matrices 

 

 
In MGC application, ANN was trained using some of the linear discriminates 

depending on GC - content ranges. Training data were defined so that the number of 

training sequences was the same in all these ranges and GC ranges were separated. 

 

The method created in MGC can be examined in two parts. The first section shows 

the linear discriminant extraction step derived for a given GC range. In the second part, the 

structure of the ANN used for classification is given. The learning and classification stages 

of the MCG work in the same way. 
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     In the first step, each ORF is pretreated and the value of the six linear 

discriminant properties is calculated. The last three characteristics are derived from ORF 

from the east. 

 

The artificial neural network prepared in MGC consists of three layers. This artificial 

neural network is processed with 9 properties derived from ORFs. There is a 9 × 25 weight 

matrix and a 1 × 25 bias vector in the input layer of the artificial neural network. In the 

output layer, there is another 25 × 1 weight vector. 

We can simplify an ANN with a deviation vector. For example, an artificial neural 

network with deviations in the intermediate layer, such as in figure 12, is given. 

 

We can achieve a simpler network transformation in this ANN. Then we can reduce 

the input matrix whose constant weight values are multiplied by the output vector to a 

vector 

 

The following example shows the deviation values of ANN. We can distribute these 

deviations by adding an artificial neuron. Figure 12 shows the addition of new neurons. 

 

The input value of the newly added neuron should always be taken as +1. We can 

simplify the final ANN into a vector. We multiply the matrices of 3 X N and N X 1 to 

obtain a vector of 3 X 1. With this simplification process, we need an ANN calculation for 

each ORF, avoiding a total of millions or even billions of matrix multiplications. Instead, 

we make two vector products. Let's simplify the improvement by comparing the number of 

steps. 

 

Equation 1 is used to calculate the number of operations required in the original data 

structure: 

 
Amat = Input Layer × Interlayer + Bias + Interlayer × Output layer                      (1) 

 
Amat = 9 × 25 + 25 + 25= 275 
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If we adjust the deviation values of the neurons in the intermediate layer and 

multiply the matrices to obtain a vector, the number of operations decreases considerably. 

When the method is simplified, see equation 2 for the number of steps required: 

 
Avector = Input vector × Artıfıcial neural network(ANN) vector                             (2) 

 
Avector = (9 + 1) × (9 + 1)= 100 

 

In addition, the ability to create 1024 threads in one block of the GPU (our GPU 

supports this) allows multiple matrix multiplications at the same time. 

 

In this study, we have observed that MATLAB programming platform is inadequate 

for applications requiring high computation with classical coding method. Of course, 

modules using GPUs have been developed in MATLAB. However, when we used MGC, 

this module was not available in the MATLAB version on the Stampede Supercomputer. 
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5.  RESULTS AND FUTURE WORK 

 

5.1.  Results 

 

As mentioned earlier, we developed the GPU kernel function for the whole part of 

the ANN only, not the entire MGC application. The test results of the developed GPU 

application are summarized in Table I. Two files containing 512000 and 1024000 ORFs 

were tested for three different block sizes for CUDA as indicated in the table. 

 

Table 3. Performance shows GTX 755m graphics card for 512000 and 1024000 ORFs 

ORF 

number 

Thread 

Count/Block 

Tsequence sec) TCUDA(sec) TOpenCL(sec) TOpenCLOpt(sec) 

 

512

K 

256 17.4

52 

0.891 

3.242 1.330 
512 17.4

73 

0.902 

1024  17.4

96 

0.906 

 

102

4K 

256  34.7

35 

1.678 

6.089 2.531 
512  35.2

09 

1.703 

1024  35.2

51 

1.725 
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       Figure 14.  Distributed memory access (non-coalesced). 

 

 
Figure 15. Cumulative memory access (coalesced) 

 

In the table, the TSequence column indicates the time required for the serial running 

part of the application. The serial section of the application is equal to the sum of the time 

it takes to read the file containing the ORF information, transfer it to the GPU, and take the 

results to write to the file. 

The TCUDA column indicates the runtime of the CUDA kernel function in the GPU. 

The last two columns are the run times of the kernel functions prepared in OpenCL. The 

TOpenCL column is the run time of the core function prepared in an optimized OpenCL 

environment. In kernel functions where the data is unregulated, thread blocks have 

irregular access to different parts of the memory (see Figure 14). 

 

By regulating the memory access of vector processors, unnecessary waiting is 

eliminated. The illustration of this is shown in figure 15. 
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5.2.  Future Work 

 

In the future, we will transfer the entire metagenomic gene caller (MGC) application 

to the GPU platform. In this way, we will be able to produce a version of MGC that can 

classify faster and compare the results. 
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